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Abstract

Financial institutions use risk measures to calculate the marginal capital cost when expanding the exposure to a certain risk within their portfolio. We reverse this approach by calculating the marginal cost based on economic fundamentals for a profit-maximizing firm, and then identifying the risk measure delivering the correct marginal cost. The resulting measure depends on context. While familiar measures can be recovered in some circumstances, other circumstances yield unfamiliar forms. In all cases, the risk preferences of the institution’s claimants determine how the correct risk measure must weight various default states. Our results demonstrate that risk measures used for pricing and performance measurement should be chosen based on economic fundamentals and may not necessarily adhere to the mathematical properties typically imposed in the literature.
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1 Introduction

Risk measures are widely used by financial institutions for pricing and performance measurement.\(^1\) The question of which measure to use is thus of great practical importance and has attracted much scholarly attention in recent years. Among the most influential contributions on this topic are papers from the mathematical finance literature, the most well-known of which (Artzner et al., 1999) introduced axioms defining a coherent risk measure. The axiomatic approach in general, and coherence in particular, is widely embraced by both academics and practitioners.

In this paper, we argue that the properties of a risk measure should flow from the economic context of the problem rather than arbitrarily imposed axioms. We demonstrate that the most widely accepted axioms may fail when used for risk pricing and performance measurement. More precisely, financial institutions use the gradients of risk measures to allocate the firm’s capital to the various risks within its portfolio—a process which effectively determines the marginal cost of risk. We reverse the sequence of this approach. Instead of taking the gradient of an arbitrary risk measure to identify the marginal cost of risk, we start with an economic model of a financial institution with risk-averse counterparties in an incomplete market with frictional capital costs and show that profit maximization yields an endogenous expression for marginal cost that can be used for capital allocation. We then derive the risk measure that gives the correct capital allocations.

The form of the derived measure depends crucially on institutional specifics and the economic environment. In some cases, familiar measures are obtained. In other cases, however, unfamiliar measures emerge that do not adhere to the mathematical axioms of coherence. In particular, cases where risks are associated with liabilities rather than assets lead to new risk measures.

We develop the latter finding in Section 2 with a one-period model in which a firm sells insurance to a set of counterparties. The firm’s risk-taking is constrained in this case solely by the preferences of counterparties, who of course want to be paid in full. When the firm sells additional insurance to one counterparty so as to make insolvency more likely or more severe, all counterparties are affected and are thus willing to pay less for the firm’s contracts. The marginal cost of contractual risk exposure in this environment has two components. The first reflects the marginal increase in payments made under the contract in question, and the second reflects a risk penalty for the marginal impact of that contract’s exposure on the entire set of counterparties. We show the latter penalty can be reinterpreted as an allocation of the firm’s capital times the cost of that capital. We then “reverse-engineer” the risk measure whose gradient yields the economically correct capital allocations. The resulting risk measure takes an unfamiliar form—the exponential of a weighted average of the logarithm of portfolio outcomes in states of default, with the weights being determined by the relative values the firm’s counterparties place on recoveries in the various states of default.

In Section 3, we contrast the new risk measure with the popular measures Value-at-Risk (VaR) and Expected Shortfall (ES) in two example settings: (i) Homogeneous Exponential losses, and (ii) heterogeneous Pareto losses. In particular, we compare the axiomatic properties and capital

\(^1\)For instance, a McKinsey & Company (2011) survey among a “diverse group of 11 leading banks” revealed that the “vast majority of respondents use economic-capital (EC) models,” mostly for “tracking performance of individual business units or portfolios,” although “more sophisticated applications” such as pricing or risk-based strategic decision making also appear in the sample. Similarly, according to the Society of Actuaries (2008), more than 80% of all insurance companies calculated EC or considered the implementation of an EC framework in 2006, where “allocation of capital” and “measure of risk-adjusted performance” were listed as the two primary drivers.
allocations associated with the measures. We show that, because of the logarithm transformation, the functional form of the new risk measure does not adhere to the coherence properties. Specifically, the measure fails to be invariant to constant shifts of the risk and it does not always reward diversification. For instance, in analogy to VaR, this is the case in the context of the Pareto example for heavy tails with a tail index of less than one. We also find that VaR and ES capital allocations generally fail to weight default outcomes properly. Specifically, while VaR generally underweights large losses in our examples, ES-based allocations may penalize large losses too much or too little, depending on the underlying parameters. For instance, in cases where counterparties are strongly risk-averse or where potential losses are large relative to counterparty wealth, ES-based capital allocations tend to underweight severe outcomes; in cases where counterparties are only weakly risk-averse or where potential losses are relatively small, ES-based allocations tend to overweight severe outcomes.

These discrepancies flow from a fundamental difference in the basis for capital allocation under ES versus the basis implied by the economics. The economic basis for allocation is recoveries: Risks are penalized according to how they affect claimant recoveries in states of default. The basis for allocating capital to a risk under ES, on the other hand, is simply that risk’s share of losses in excess of a given threshold. The approaches coincide if there is a dollar-for-dollar relationship between losses and claimant recoveries, as is the case when the risks being measured are those associated with assets: A dollar reduction in the value of an asset obviously translates into a dollar less of recoveries when the firm is liquidated. However, liability risks like those of Section 2 affect recoveries in a different way: A liability risk generates an additional competing claimant on the firm without affecting the value of assets. Thus, liability risks (from sources that are pari passu with other claimants) affect the distribution of recoveries among claimants rather than the total amount recovered, a difference that leads to a fundamentally different risk measure.

In Section 4 and Appendix B, we report the effects of various extensions and modifications of the model from Section 2. We first show that introducing risk aversion into the firm’s objective does not change the form of the allocation result, although the definition of the capital cost changes relative to Section 2. We also verify that the results continue to apply when securities markets are introduced, so that both the firm and its counterparties can hedge by investing in other financial instruments.

We continue extending the model by introducing (i) an external risk measure constraint, as might be imposed by a regulator or a rating agency, and (ii) multiple periods. These extensions introduce additional influences on the marginal cost of risk. Now, in addition to its impact on current counterparties, risk also affects the regulatory constraint as well as profit flows in future periods. The optimal capital allocation rule in this environment ends up being a weighted average of rules emerging from each of these three influences, and one obtains different risk measures corresponding to each of them. Of particular interest here is the measure introduced by multiperiodicity: In our setting, future profit flows are forfeited if losses exceed available assets, a risk which is captured naturally by VaR.

In Section 5, we shift the focus to the setting of a retail bank, where the risks emanate from investment choices rather than uncertain obligations to counterparties. Here, the risk measure takes a different form—a weighted average of the asset returns in states of default, with the weights being determined by the depositor’s relative valuation of recoveries in these states. The form matches that of a so-called “spectral” version of ES introduced by Acerbi (2002). The resurrection of ES in this case has to do with the shift of the impact of risk from the liability side to the asset side of
the balance sheet. Now bad realizations reduce total recoveries dollar-for-dollar in default states, so the foundation of ES—the expected value of asset losses in bad states of the world—directly aligns with depositor concerns.

Additional extensions are possible, and we discuss some in more detail in the final section of the paper. However, these extensions do not affect the key point: The true marginal cost of risk and the associated allocation of capital should flow from the economic context of the problem. Different model setups will yield different risk measures, but a risk measure chosen for its technical properties such as coherence, rather than for the specific economic circumstances, will generally fail to yield correct pricing and efficient allocation of capital from the perspective of its user.

**Relationship to the Literature**

Formal analysis of the problem of capital allocation based on the gradient of a risk measure appeared in the banking and insurance literatures around the turn of the millennium and was subsequently generalized (see Schmock and Straumann (1999), Denault (2001), Tasche (2004), Kalkbrener (2005), or Powers (2007), among others). Broadly speaking, these papers start with a differentiable risk measure and end up allocating capital by computing the marginal capital increase required to maintain the risk measure at a threshold value as a particular risk exposure within the portfolio is expanded, an approach referred to as gradient allocation or Euler allocation.

The technique thus neatly defines the marginal cost of risk if the risk measure is—in one way or another—embedded in the institution’s optimization problem (Myers and Read, 2001; Zanjani, 2002; Stoughton and Zechner, 2007; Erel, Myers, and Read, 2014). Unfortunately, excepting highly specialized circumstances, economic theory offers little guidance on the choice of measure. Perhaps as a consequence, the debate on risk measure selection has largely centered on mathematical properties of the measures (Artzner et al., 1999; Föllmer and Schied, 2002; Kou, Peng, and Heyde, 2013). Yet the choice obviously has profound economic consequences, as it ultimately determines how the institution perceives risk.

Other papers derive the marginal cost of risk and capital allocations from the fundamentals of the institution’s profit maximization problem without imposing a risk measure. The ensuing results are transparent if complete and frictionless markets are assumed (Phillips, Cummins, and Allen, 1998; Ibragimov, Jaffee, and Walden, 2010), although this setting begs the question of why intermediaries would hold capital in the first place. Others have studied incomplete market settings. In particular, Froot and Stein (1998) and Froot (2007) introduce the frictions suggested by Froot, Scharfstein, and Stein (1993) to motivate capital holding and risk management. Their models generate a marginal cost of risk determined by an institution’s portfolio and effective risk aversion (as implied by a concave payoff function and a convex external financing cost). Institution-specific risk pricing and capital allocation is also found by Zanjani (2010)—although in the context of a

---

2If institutional preferences are defined by a risk-averse utility function of outcomes, a particular risk measure may be implied (see e.g. Föllmer and Schied (2010)). Alternatively, Adrian and Shin (2014) justify using VaR in a model with limited commitment and a specialized risk structure.

3Rampini and Viswanathan (2014) provide a rationale for financial intermediary capital in a complete market environment. In their model, it is opportune for intermediaries to hold capital because of different collateral requirements for households and intermediaries arising e.g. from limited enforcement as in Rampini and Viswanathan (2010)—i.e. intermediaries are “collateralization specialists.” In contrast, within our incomplete market setting, holding capital is a risk management device that averts default in adverse states of the world.
social planning problem—where risk management is motivated by counterparty risk aversion.

Our paper builds on the incomplete market approaches. The key motivation for risk management and key determinant of the marginal cost of risk is counterparty risk aversion, although our general setting also features regulatory constraints and costly bankruptcy.\(^4\) We recover familiar results in certain cases,\(^5\) but the general form of capital allocation is multifaceted. The complexity echoes Froot and Stein’s criticism that allocating capital via arbitrary risk measures is problematic because it is “not derived from first principles to address the objective of shareholder value maximization.” Froot and Stein, however, did not attempt to reconcile risk measure based approaches with those based on “first principles.” This leaves a gap between financial theory and practice that we close here by extracting capital allocations from marginal cost calculations and then deriving risk measures consistent with the extracted allocations. This connection between the marginal cost obtained from the fundamentals of the institution’s problem and that obtained from approaches based on risk measures has, to our knowledge, never been explored.

2 Profit Maximization and Capital Allocation

We frame our approach for the case of an insurance company, and our language reflects this in that we refer to the financial contracts as “insurance coverage” and the counterparties of the institution as “consumers.” The setup fits other institutions providing similar contracts, such as reinsurance companies and private pension plan sponsors—or even to an institution selling credit default swaps: The unifying feature of these contexts is that the main uncertainties emanate from obligations to counterparties. The approach can also be adapted to fit other institutions where capital allocation is relevant (such as commercial banks) but where the key risks emanate from the asset side of the balance sheet. We consider this adaptation in Section 5. The key assumption in all settings, however, is that the stakeholders are exposed to the failure of the institution—and their preferences for solvency drive the motivation for risk management.

We start by considering a greatly simplified one-period model. In Section 4, we generalize the results to the case where both the firm and its consumers have access to securities markets and to multiple periods.

Formally, we consider an insurance company that has \(N\) consumers, with consumer \(i\) facing a loss \(L_i\) modeled as a continuous, non-negative random variable with (joint) density function \(f_{L_1, L_2, \ldots, L_N}\). The firm determines the optimal level of assets \(a\) for the company, as well as levels of insurance coverage for the consumers, with the coverage indemnification level for consumer \(i\) denoted as a function of the loss experienced and a parameter \(q_i\). For tractability, we focus on a proportional arrangement, i.e. a linear contract, where the insurer agrees to reimburse \(q_i\) per dollar of loss:

\[ I_i = I_i(L_i, q_i) = q_i \times L_i. \]

However, generalizations are possible.

---

\(^4\)Bankruptcy costs originate from shareholders not having access to future profits in default states as in Smith and Stulz (1985) and Smith, Smithson, and Wilford (1990). As noted by Froot, Scharfstein, and Stein (1993), this produces “similar mechanics” to those obtained when considering a convex cost of external finance as in Froot and Stein (1998).

\(^5\)For instance, in the limiting case of a complete market, our allocation rule reduces to the allocation derived in Ibragimov, Jaffee, and Walden (2010), whereas it coincides with the allocation from Zanjani (2010) for the specialized risk structure considered there.
If a consumer experiences a loss, she claims to the extent of the promised indemnification. If total claims are less than company assets, all are paid in full. If not, all claimants are paid at the same rate per dollar of coverage. The total claims submitted are:

\[ I = I(L_1, L_2, \ldots, L_N, q_1, q_2, \ldots, q_N) = \sum_{j=1}^{N} I_j(L_j, q_j), \]

and we define the consumer’s recovery as:

\[ R_i = \min \left\{ \frac{I_i(L_i, q_i)}{I_i(L_i, q_i)}, a \right\}. \] (1)

Accordingly, \( \{ I > a \} \) denote the states in which the company defaults whereas \( \{ I \leq a \} \) are the solvent states. The expected value of recoveries for the \( i \)-th consumer is whence given by:

\[ e_i = \mathbb{E}[R_i] = \mathbb{E} \left[ R_i 1_{\{I \leq a\}} \right] + \mathbb{E} \left[ R_i 1_{\{I > a\}} \right]. \]

There is a frictional cost—including taxes, agency, and monitoring costs—associated with holding assets in the company. In the spirit of Froot and Stein (1998), we represent the cost as a tax on assets:

\[ \tau \times a, \]

although it is also possible to represent frictional costs as a tax on equity capital, as in:

\[ \tau \times \left( a - \mathbb{E} \left[ \sum_{i=1}^{N} \min \left\{ I_i(L_i, q_i), a \right\} \right] \right) \]

and this does not change the ensuing allocation result. Without a frictional cost, the problem of default would be trivially solved as there would be no point in burdening the consumers with default risk.

We denote the premium charged to consumer \( i \) as \( p_i \), and consumer utility may be expressed as:

\[ v_i(a, w_i - p_i, q_1, \ldots, q_N) = \mathbb{E} \left[ U_i (w_i - p_i - L_i + R_i) \right], \]

where \( w_i \) denotes consumer \( i \)'s wealth, and we write \( v'_i(\cdot) = \frac{\partial}{\partial w_i} v_i(\cdot) \).

The firm then solves:

\[ \max_{a, \{q_i\}, \{p_i\}} \sum_{i} p_i - \sum_{i} e_i - \tau a, \] (2)

subject to participation constraints for the consumers:

\[ v_i(a, w_i - p_i, q_1, \ldots, q_N) \geq \gamma_i \text{ \forall } i. \] (3)

The participation constraints contain the parameters \( \gamma_i \) which can be used to incorporate different degrees of competition. For example, \( \gamma_i \) set to reflect uninsured consumer utilities would correspond to a case of pure monopoly, where the monopolist could practice first-degree price discrimination and extract all consumer surplus associated with insurance. At the other end of the spectrum, the \( \gamma_i \) could be set so high as to simulate (close to) perfect competition.
Let $\lambda_k$ be the Lagrange multiplier associated with the participation constraint for consumer $k$. Then the first order conditions of the optimization problem are:

\[
\begin{align*}
[a] & \quad - \sum_k \frac{\partial e_k}{\partial a} - \tau + \sum_k \lambda_k \frac{\partial v_k}{\partial a} = 0, \\
[q_i] & \quad \lambda_i \frac{\partial v_i}{\partial q_i} - \sum_k \frac{\partial e_k}{\partial q_i} + \sum_{k \neq i} \lambda_k \frac{\partial v_k}{\partial q_i} = 0, \\
[p_i] & \quad 1 - \lambda_i v'_i = 0.
\end{align*}
\]

The first order condition for $[a]$ reveals the balancing of the marginal cost of holding capital (the first two terms reflecting the increase in actuarial cost and the frictional cost) with the marginal benefits enjoyed by the consumers due to the improved security (the third term). The first order condition for $[q_i]$ balances the marginal benefit associated with improving consumer $i$’s utility (the first term) with the marginal increase in the actuarial cost (the second term) and the externalities on other consumers produced by the marginal increase in consumer $i$’s exposure (the third term). Hence, since costly capital can make up for the externalities caused by expanding $i$’s coverage, taken together these conditions for the optimal policy balance insurance benefits to the consumer with insurance and capital costs. In particular, their combination yields an allocation of capital costs to consumers.

To see this, consider the firm implementing its optimum by giving each consumer a premium function $p^*_i(\cdot)$ and allowing each to freely choose the level of coverage. The consumer’s optimal choice, given the premium function, will then satisfy:

\[
\frac{\partial}{\partial q_i} v_i(a, w_i - p^*_i(q_i), q_1, q_2, \ldots, q_N) = 0 \Leftrightarrow \frac{\partial p^*_i}{\partial q_i} v'_i = \frac{\partial v_i}{\partial q_i}.
\]

(4)

To make this consistent with the firm’s profit maximization goal, the marginal premium income for risk $i$, $\frac{\partial p^*_i}{\partial q_i}$, must equal the marginal cost of risk $i$. Using $[q_i]$ and $[p_i]$

\[
\frac{\partial p^*_i}{\partial q_i} = \lambda_i \frac{\partial v'_i}{\partial q_i} = \sum_k \frac{\partial e_k}{\partial q_i} - \sum_{k \neq i} \frac{\partial v_k}{\partial q_i} v'_k
\]

\[
= \mathbb{E} \left[ 1_{\{I \leq a\}} \frac{\partial I_i}{\partial q_i} \right] - \mathbb{E} \left[ 1_{\{I > a\}} \frac{U'_i}{v'_i} \frac{a I_i \partial I_i}{I} \frac{\partial I_i}{\partial q_i} \right] + \mathbb{E} \left[ 1_{\{I > a\}} \sum_k \frac{U'_k}{v'_k} a I_k \frac{\partial I_k}{I} \frac{\partial I_i}{\partial q_i} \right].
\]

(5)

The first two terms on the right-hand side relate to changes in consumer $i$’s recoveries, whereas the origin of the last term lies in the negative effects that an increase in consumer $i$’s exposure has on all consumers of the firm. Such effects, of course, materialize only in states where the insurer is defaulting, in which case the other consumers experience a reduction in recoveries due to larger claims from consumer $i$. However, as indicated above, holding costly capital can be used to offset this reduction of recoveries in default states, and the optimal policy balances benefits and costs. More precisely, $[a]$ gives $\sum_k \lambda_k \frac{\partial v_k}{\partial a} = \mathbb{E} \left[ 1_{\{I > a\}} \sum_k \frac{U'_k}{v'_k} T_k \right] = \tau + \mathbb{P}(I > a)$, so that we obtain
for the marginal cost of risk:

$$\frac{\partial p^*_i}{\partial q_i} = E_i \left[ \frac{\partial I_i}{\partial q_i} \right] = E \left[ \mathbf{1}_{\{I \leq a\}} \frac{\partial I_i}{\partial q_i} \right] - E \left[ \mathbf{1}_{\{I > a\}} \frac{U'_i I_i}{V_i} \frac{\partial I_i}{\partial q_i} \right] = \frac{E \left[ \mathbf{1}_{\{I > a\}} \frac{\partial I_i}{\partial q_i} \sum_k \frac{U'_k I_k}{V'_k} \right]}{E \left[ \mathbf{1}_{\{I > a\}} \sum_k \frac{U'_k I_k}{V'_k} \right]} \left[ \tau a + P(I > a) a \right]. \tag{6}$$

Since \(\sum_i q_i \phi_i = 1\), we can interpret the last term in the marginal cost as an allocation of capital costs that “adds up” to the firm’s total capital cost:

$$\sum_i q_i \phi_i a \left[ \tau + P(I > a) \right] = a \left[ \tau + P(I > a) \right].$$

Each consumer’s share of the capital cost derives from the value of the recovered fraction that she obtains from the firm in various states of default, where the value of recoveries is determined by the weighted-average marginal utilities of affected consumers in states of default.\(^6\)

**Remark 2.1.** While the aggregated marginal costs \( \sum_i q_i \frac{\partial p^*_i}{\partial q_i} \) recover the full capital cost \( [\tau a + P(I > a) a] \), they do not recoup the full cost in solvent states \( E[I_{\{I \leq a\}} I] \) due to the second term on the right-hand side of Equation (6). This observation that aggregated marginal costs do not equal total cost is not surprising due to the non-linear nature of the problem. However, following related literature, it is possible to align the two under slight modifications of the setting with the capital allocation result remaining intact. More precisely, a common assumption in the transportation economics literature, where a similar problem arises in the context of congestion externalities (Keeler and Small, 1977), asserts that the consumer ignores her own contribution to the overall outcome when choosing the participation level. If we adopt this assumption, the second term in (6) will vanish, and we obtain:

$$\frac{\partial p^*_i}{\partial q_i} = E_i \left[ \mathbf{1}_{\{I \leq a\}} \frac{\partial I_i}{\partial q_i} \right] + \phi_i a \left[ \tau + P(I > a) \right] \Rightarrow \sum_i q_i \frac{\partial p^*_i}{\partial q_i} = \sum_i e_i Z + P(I > a) a + \tau a, \tag{7}$$

i.e. aggregated marginal costs fully recover all of the firm’s costs. In particular, in this case we can decompose the marginal cost of risk into actuarial cost (I) and capital cost (II) for consumer \( i \). Alternatively, it is possible to derive (7) as the limit of (6) when the portfolio size increases under certain assumptions on the distribution of the losses and the preference specification. We discuss both situations in more detail in Appendix A.1.

Given the capital allocation implicit in (6)/(7), we now turn to the question of what risk measure delivers this allocation, as the typical industry practice is to allocate capital via the gradients of risk measures. In general, a risk measure \( \rho \) is a mapping that assigns a real number \( \rho(X) \) to each random variable \( X \). Under the assumption of positive homogeneity \( \rho(\alpha X) = \alpha \rho(X) \) for \( \alpha > 0 \)—which is satisfied for popular risk measures such as standard deviation, VaR, and ES, and is one of the

\(^6\)We obtain the identical allocation result when we allow for risk aversion at the firm level, although in this case the company’s preferences affect capital costs and the valuation of indemnities in solvent states. We refer to Appendix B.1 for details.
defining properties of coherence—it is possible to decompose the measure of the aggregate risk via Euler’s homogeneous function theorem:

$$\rho(I) = \rho \left( \sum_{i=1}^{N} I_i \right) = \sum_{i=1}^{N} q_i \frac{\partial}{\partial q_i} \rho(I).$$

One can then allocate capital to consumers according to their contribution to the aggregate risk, resulting in so-called gradient or Euler allocations:

$$q_i \frac{\partial}{\partial q_i} \rho(I) \rho(I).$$

To align the risk measure based approach with our economically-derived allocations, we introduce the probability measure \( \tilde{P} \) via its likelihood ratio:

$$\frac{\partial \tilde{P}}{\partial P} = \frac{1}{\mathbb{E} \left[ \mathbb{1}_{\{I > a\}} \sum_k \frac{U_k^r}{v_k^r} \frac{I_k}{T} \right]},$$

where \( I, U, \) etc. are evaluated at the optimum. Under this new probability measure, the probability of an event \( A \) is evaluated as:

$$\tilde{P}(A) = \mathbb{E}^{\tilde{P}}[\mathbb{1}_A] = \mathbb{E} \left[ \frac{\partial \tilde{P}}{\partial P} \mathbb{1}_A \right] = \int_A \frac{\partial \tilde{P}}{\partial P} dP.$$

Hence, in addition to the statistical probability (\( dP \)), the new probability is affected by the value placed on recoveries by the various consumers (\( \sum_k \frac{U_k^r}{v_k^r} \frac{I_k}{I} \)) in states of default (\( \mathbb{1}_{\{I > a\}} \)). This is akin to asset pricing theory, where risk-neutral probabilities used for pricing are weighted by the marginal utilities of (risky) consumption of the agents in the economy (e.g., Duffie (2010)). In particular, under \( \tilde{P} \) all the probability mass is concentrated in default states—since this is where the consumers in our model are exposed to the risks in the company.\(^8\)

For random variables that are positive in default states, we define the risk measure:

$$\tilde{\rho}(X) = \exp \left\{ \mathbb{E}^{\tilde{P}} [\log \{X\}] \right\}.$$

Then, \( \tilde{\rho}(X) \) is exactly the risk measure that gives our counterparty-driven capital allocations:

$$q_i \frac{\partial}{\partial q_i} \tilde{\rho}(I) = q_i \mathbb{E}^{\tilde{P}} \left[ \frac{\partial}{\partial q_i} \log \{I\} \right] = q_i \mathbb{E}^{\tilde{P}} \left[ \frac{\partial I_i}{\partial q_i} \frac{I}{T} \right] = q_i \tilde{\phi}_i.$$

\(^7\)Formally, this method of defining marginal capital costs arises from the maximization of profits subject to a risk measure constraint (Schmock and Straumann, 1999; Tasche, 2004; McNeil, Frey, and Embrechts, 2005) or game-theoretic considerations (Denault, 2001; Powers, 2007), as well as based on other approaches (Kalkbrener, 2005; Myers and Read, 2001). We refer to Bauer and Zanjani (2013) for a detailed overview of the different approaches.

\(^8\)This will still be the case in a setting with securities markets under the assumption that the insurance market is incomplete, although here statistical probabilities (\( dP \)) are replaced by risk-neutral probabilities (\( dQ \)) accounting for aggregate economic risk. We refer to Section 4.1 and Appendix B.2 for details.
But what are the mathematical properties of this measure? In what proved to be a hugely influential paper, Artzner et al. (1999) define a risk measure $\rho$ as **coherent** if, in addition to positive homogeneity, the measure satisfies the axioms of monotonicity ($\rho(X) \leq \rho(Y)$ for $X \leq Y$), sub-additivity ($\rho(X + Y) \leq \rho(X) + \rho(Y)$), and translation invariance ($\rho(X + c) = \rho(X) + c$). The importance of adherence to these axioms, or to closely related sets of axioms that define alternative classes of risk measures (such as convex risk measures, where the homogeneity and sub-additivity axioms are replaced with a convexity axiom (Föllmer and Schied, 2002)), is frequently stressed by both scholars and practitioners.

By construction, the new measure $\tilde{\rho}$ obviously is **positive homogeneous**, the property which allows the convenience of “adding up” for gradient-based allocations. The property that higher losses yield a higher risk causes the risk measure to be **monotonic**. However—as we will demonstrate in the context of examples in the next section—due to the log transformation the functional form generally is not **sub-additive**, i.e. it does not always reward diversification. Moreover, it is not translation invariant, as it is readily verified that $\exp\left\{E_{\tilde{\rho}}[\log\{X + c\}]\right\} \neq \exp\left\{E_{\tilde{\rho}}[\log\{X\}]\right\} + c$, so the measure is neither **coherent** nor **convex**.

The log transformation apparently yields unconventional mathematical properties, so it is worth exploring why the underlying economics have produced such a measure. While higher loss realizations $I$ lead to higher risk, note that the slope decreases as one over $I$. The reason lies in the definition of the recoveries (1), which decrease as one over $I$ in default states—and recoveries in default states is ultimately what consumers care about. For instance, if the aggregate loss increases from a realization exactly at the asset level, $I = a$, to twice the asset level, $I = 2a$, according to Equation (1) a consumer would go from being paid in full to receiving 50 cents on the dollar—a loss of 50% in relation to the promised indemnity. However, when the aggregate loss level increases by the same amount but from $2a$ to $3a$, the same consumer goes from being paid at a rate of 50 cents on the dollar to 33.33 cents—a loss of only 16.7% in relation to the promised indemnity. Similarly, when the loss level increases from $9a$ to $10a$, the impact in relation to the promised indemnity will merely be a single per cent. Hence, raising the loss level has a progressively smaller impact on recovery rates, with the consequence that an increase in a particular consumer’s loss will generate smaller absolute externalities on other consumers when the aggregate loss level is higher.

The log transformation reflects this, and it depresses the impact of large loss states (relative to their actual size). Offsetting this, however, is the influence of risk aversion through the probability transform: Recoveries are more highly valued by consumers when their wealth levels are low due to large losses, meaning that high loss states may be associated with high marginal utilities. It is ultimately the interaction of these two influences that jointly determine the risk measure and the resulting capital allocations. We explore this interplay in more detail in the next section.

### 3 Comparison of Allocations and Risk Measures

We examine the properties of the risk measure and the associated capital allocations in the context of two example settings. First, we consider an arbitrary number of homogeneous (iid) Exponential risks, and then we study allocations to two heterogeneous Pareto risks. In particular, we compare the results to those obtained from the most popular risk measures, VaR and ES.
3.1 Homogeneous Exponential Losses

Assume that there are \( N \) identical, independent consumers with wealth level \( w \) that face independent, Exponentially distributed losses: \( L_i \sim \text{Exp}(\nu), \ 1 \leq i \leq N \). Assume further that all consumers exhibit constant absolute risk aversion (CARA) utility, with coefficient of absolute risk aversion \( \alpha < \nu \), and that the participation constraint of each is given by the autarky level:

\[
\gamma = \gamma_i = \mathbb{E}[U(w - L_i)] = -e^{-\alpha w \left( \frac{\nu}{\nu - \alpha} \right)}.
\]

As detailed in Appendix A.2, the expected values in the firm’s profit maximization problem can be evaluated in closed form in this setting. Since consumers and losses are symmetric, optimal premium and coverage amounts are the same across consumers, so the optimization problem reduces to three parameters—\( a, p, \) and \( q \).

3.1.1 Capital Allocations

Any reasonable allocation rule will yield identical allocations of \( \frac{1}{N} \) of the firm’s capital to each identical consumer. However, we may analyze how different allocation methods arrive at this result by comparing the implicit weight each puts on different (aggregate) loss states. As discussed in the previous section, there are two aspects that influence the economic capital allocations: Recoveries and marginal utilities in default states. Since there is no asset risk, the expected value of recoveries for each consumer, \( \mathbb{E}[a L_i / L] = a/N \), is simply the assets divided by the number of consumers and is constant across aggregate loss states. However, risk aversion will cause the consumers to value recoveries more highly in severe states of default.

Formally, we obtain:

\[
q_i \tilde{\phi}_i = \mathbb{E}\left[ \frac{L_i}{L} \right] = \frac{1}{N} \mathbb{E}\left[ \mathbb{E}\left[ \frac{\partial \tilde{\psi}}{\partial \psi} \bigg| L \right] \right] = \frac{1}{N},
\]

and we show in Appendix A.2 that \( \tilde{\psi} \), which reflects the relative values that consumers place on recoveries in default states, can be represented as:

\[
\tilde{\psi}(L) = 1_{\{qL > a\}} \hat{c}_{N,\nu,\alpha,a,q} \sum_{k=0}^{\infty} \frac{(k + 1) \left( \alpha(L - a)^k \right)}{(N + k)!},
\]

where \( \hat{c}_{N,\nu,\alpha,a,q} \) is a constant ensuring that \( \mathbb{E}\left[ \tilde{\psi}(L) \right] = 1 \). Thus, in the (limiting) case of risk-neutral consumers (\( \alpha = 0 \)), \( \tilde{\psi}(L) \) will be constant across default states and all default states, no matter how severe, will be weighted evenly. In the general case when consumers are risk-averse (\( \alpha > 0 \)), however, larger consumer losses associated with larger aggregate loss states yield higher marginal utilities. Thus, under risk aversion, \( \tilde{\psi}(L) \) is increasing in the aggregate loss state \( L \) so that recoveries in severe states of default are weighted more heavily than those in mild ones.

For gradient allocations based on VaR or ES with confidence level \( \varepsilon \), it is well-known that (McNeil, Frey, and Embrechts, 2005, e.g.):

\[
q_i \frac{\partial\text{VaR}_\varepsilon(I)}{\partial q_i} = \frac{\mathbb{E}[I_i | I = \text{VaR}_\varepsilon(I)]}{\text{VaR}_\varepsilon(I)} = \frac{1}{N} \mathbb{E}[\text{const} \times L | qL = a] = 1
\]
and

\[
q_i \frac{\partial \text{ES}_\varepsilon(I)}{\partial q_i} = \frac{\mathbb{E}[I_i | I \geq \text{VaR}_\varepsilon(I)]}{\mathbb{E}[I | I \geq \text{VaR}_\varepsilon(I)]} = \frac{1}{N} \mathbb{E}_{\varepsilon} \left[ \text{const} \times L | q L \geq a \right],
\]

where we choose \( \varepsilon = \mathbb{P}(I > a) \) as the default probability. As is evident from the former equation for VaR, only the aggregate loss level at the cutoff state is material for the allocations: The size of the loss in states of default is irrelevant. This is a familiar feature of VaR observed in the literature before (e.g., Basak and Shapiro (2001)). In contrast, ES corresponds to a linear weighting of the aggregate loss in default states so that severe loss states are weighted more heavily than mild ones. Comparing ES to the economic allocations, the weighting function \( \tilde{\psi} \) associated with the economic allocations in this case is convex when consumers are risk-averse, and there will always be a threshold loss level after which point the economic weighting exceeds the ES weighting.\(^9\)

\begin{center}
\begin{tabular}{cccccccc}
Nr. & \( N \) & \( \nu \) & \( \tau \) & \( \alpha \) & \( w \) & \( a \) & \( p \) & \( q \) \\
1 & 5 & 2.0 & 0.050 & 0.25 & 3.0 & 1.4663 & 0.2598 & 0.5713 \\
2 & 5 & 2.0 & 0.050 & 1.25 & 3.0 & 4.0036 & 0.7401 & 0.9494 \\
\end{tabular}
\end{center}

Table 1: Parametrizations of the Exponential Losses model.

To compare the two over smaller loss states, in Table 1 we present two parametrizations of the setup with different risk aversion levels and the corresponding optimal parameters \( a, p, \) and \( q \). The properties are as expected: \( a, p, \) and \( q \) all are increasing in risk aversion. Figure 1 plots the corresponding weighting functions \( \tilde{\psi} \) against the linear weighting function associated with ES. Panel 1(a) shows results for parametrization 1 and 1(b) shows results for parametrization 2. Panels 1(c) and 1(d) depict the same graphs focusing on relatively small loss states.

We find two qualitatively different shapes:\(^{10}\) For the high risk aversion level, \( \tilde{\psi} \) crosses the linear weighting function once from below; thus, in this case, relatively lower loss states are weighted more heavily by the ES allocation, whereas the weighting is higher for the economic allocation in high loss states. For the low risk aversion level, \( \tilde{\psi} \) crosses the linear weighting function twice. In this case, the weighting function within the economic allocation puts more mass on low and extremely high loss states, while the weights are smaller for intermediate to high loss states.

\(^9\)The convexity of \( \tilde{\psi} \) is not a general feature but depends on preference specifications and the underlying loss distributions. In fact, it is possible to construct examples where the shape is linear or even strictly concave, so that ES overweights rather than underweights severe loss states.

\(^{10}\)Analyses with respect to other parameters, particularly expected loss size \( 1/\nu \), show similar results.
3.1.2 Risk Measures

For the risk measure $\tilde{\rho}$ supporting the economic allocations, the weighting function $\tilde{\psi}$ again plays an important role. In particular, when evaluating $\tilde{\rho}$ at the aggregate loss $I$, we obtain:

$$\tilde{\rho}(I) = \exp\left\{ \mathbb{E}^{\tilde{\psi}} \left[ \log \{ q_L \} \right] \right\} = \exp\left\{ \mathbb{E} \left[ \tilde{\psi}(L) \log \{ q_L \} \right] \right\}.$$

Thus, since $\tilde{\psi}$ places all probability mass on states of default, $\tilde{\rho}$ in this sense is, like ES, a tail risk measure. The form is similar to so-called spectral risk measures (Acerbi, 2002), where higher weights are placed on bad outcomes via a weighting function referred to as the risk spectrum—which is supposed to encode the “subjective risk aversion of an investor.”

When analyzing the properties of $\tilde{\rho}$ and when comparing it to conventional risk measures, it is necessary to evaluate the same measure for different—given—random variables.\textsuperscript{11}

\footnote{This, in some sense, is in contrast to the spirit of its construction, where the parameters, and especially the aggregate loss $I = q_L$, arise endogenously as the solution of the firm’s profit maximization problem. Nonetheless, a comparison is feasible when fixing the parameters, and we will present corresponding results in what follows. In}
In Figure 2, we present comparisons of risk measures by evaluating them at the aggregate loss \( I_N = \sum_{i=1}^{N} q L_i \) for different portfolio sizes \( N \). Panel 2(a) shows corresponding results for five well-known measures (see Appendix A.2 for their derivation): The expected value \( E[I] \), VaR at the 10% level, ES at the 99% level, ES at the 10% level, and the entropic risk measure \( \rho(X) = \log\{E[\exp\{X\}]\} \)—as an example of a convex risk measure that is not coherent (Föllmer and Schied, 2002, 2010). We assume throughout that the participation level is set at \( q = 0.94 \) and \( \nu = 2.0 \) as in parametrization 2 from Table 1. Panel 2(b) presents second differences:

\[
[p(\rho_{N+2}) - p(\rho_{N+1})] - [p(\rho_{N+1}) - p(\rho_N)],
\]

for each risk measure as an approximation of the second derivative. This expression is closely linked to the measure’s diversification properties, and thus to sub-additivity. The first term corresponds to the additional risk when moving from a portfolio size of \( (N+1) \) to \( (N+2) \), whereas the second term corresponds to the additional risk when moving from a portfolio size of \( N \) to \( (N+1) \). When the first term is less than the second term—so in case the second difference is negative—the measure rewards diversification since the same risk is perceived less precarious in the context of a larger portfolio. In particular, concavity of the measure as a function of \( N \)—i.e. a negative second derivative—implies sub-additivity for the portfolios.

As can be seen from panels 2(a) and 2(b), VaR and ES result in a concave shape, although the second difference is barely negative for ES at 99% because of the high confidence level. This is not surprising since both measures are generally sub-additive excepting “extreme” situations in the case of VaR (Danielsson et al., 2013). In contrast, the other two measures yield a linear progression. This is obviously the case for the expected value, and also for the entropic risk measure it is well-known that it is additive for independent risks (Föllmer and Knispel, 2011).

Panels 2(c) to 2(f) provide results for the new risk measure \( \tilde{\rho} \) under different parameter choices. Appendix A.2 shows that it is possible to derive closed-form expressions. For instance, in the case of risk neutrality \( (\alpha = 0) \) and zero assets \( (a = 0) \)—so that the probabilities \( P \) and \( \tilde{P} \) coincide—the measure can be evaluated as:

\[
\tilde{\rho}(I_N) = \exp\{E[\log\{I_N\}]\} = \frac{q}{\nu} \exp\{\Psi(N)\},
\]

where \( \Psi(\cdot) \) is the digamma function. The measure and the corresponding second difference in this case are illustrated as the solid lines in panels 2(c)/2(e) and 2(d)/2(f), respectively. The second difference is positive, meaning that \( \tilde{\rho}(I_N) \) is a convex function in \( N \) so that here we have super-additivity for the portfolios (i.e., diversification is penalized.) This shows again that, in general, the new risk measure does not satisfy the axioms of coherence or convexity.

However, as noted earlier, the parameters of the risk measure flow from the solution of an optimization problem and thus differ for different portfolio sizes. For instance, a larger portfolio will typically be associated with more assets \( a \) held in the firm. Panels 2(c) and 2(d) show results for the new risk measure when the asset level \( a \) is cast by VaR with different confidence levels—so that similarly to ES, only loss realizations beyond that level are relevant. The risk aversion parameter is still set to risk neutrality \( (\alpha = 0) \). We find that for the high confidence level (99%), the second difference is still positive for small values of \( N \) whereas it becomes slightly negative particular, this level of complication is also present for other risk measures used in practice since parameters, such as the confidence level for VaR or ES, or the risk spectrum within a spectral risk measure, have to be chosen exogenously.
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Figure 2: Comparison of risk measures $\rho$ of the aggregate loss $I_N = \sum_{i=1}^{N} I_i$ as a function of the portfolio size $N$. The panels on the left-hand side depict $\rho(I_N)$ for conventional risk measures (panel (a)) as well as for the new risk measure given different capital levels under risk neutrality (panel (c)) and given different risk aversion levels with a capital level of zero (panel (e)). The panels on the right-hand side give approximations of the corresponding second derivatives, where a concave shape (negative second derivative) corresponds to sub-additivity whereas a convex shape (positive second derivative) corresponds to super-additivity of the portfolios.

for large portfolios. Hence, the shape for $\tilde{\rho}_{\text{VaR}_{0.99}\%}(I_N)$ changes from convex to concave—or super-additive to sub-additive—as $N$ increases. In contrast, the graph for the low confidence level (10%)
is concave throughout—so that the measure is sub-additive and diversification is rewarded.

In panels 2(e) and 2(f), we vary the risk aversion coefficient \( \alpha \). Note that then for levels \( \alpha > 0 \), the portfolio size \( N \) also enters the weighting function \( \tilde{\psi} \) in the definition of \( \tilde{\rho} \). The asset level \( a \) is again set to zero. For a relatively small risk aversion coefficient \( \alpha = 0.25 \), the second difference remains slightly positive and \( \tilde{\rho}(I_N) \) is still convex in \( N \)—so that the risk measure is still super-additive. However, for a larger risk aversion level \( \alpha = 1.25 \), the second difference is negative and the risk measure is sub-additive.

Hence, counterparty risk aversion affects the measure by motivating the company to hold more capital to avert default and by increasing the relative weighting of severe loss states. Both aspects push the measure towards sub-additivity so that diversification is increasingly rewarded under \( \tilde{\rho} \).

### 3.2 Heterogenous Pareto Losses

In this section, we consider two consumers facing different (independent) Pareto-II (Lomax) distributed losses with scale parameters \( \sigma_1 \) and \( \sigma_2 \), respectively, and tail indices \( \alpha_1 \) and \( \alpha_2 \). This example is relevant in at least two regards. First, in contrast to the previous example where homogeneous risks led to identical allocations, a setting with heterogeneous risks allows for a direct analysis of differing allocations. Second, heavy-tailed power law distributions have an important role in describing natural and economic phenomena, particularly in insurance (Embrechts, Klüppelberg, and Mikosch, 1997; Gabaix, 2009; Ibragimov, 2009b, among others), and in some cases heavy tails can lead to qualitatively different results for portfolio diversification and for the properties of risk measures such as VaR (Ibragimov, 2009a; Ibragimov, Jaffee, and Walden, 2009; Danielsson et al., 2013, among others).

We assume that the consumers have quadratic utility functions:

\[
U_i(x) = -x^2 + 2b_i x, \quad b_i \geq 0,
\]

and normalize wealth \( w_i \) to zero so that the utility is formed over negative arguments. Absolute risk aversion:

\[
RA_i(x) = -\frac{U''_i(x)}{U'_i(x)} = \frac{1}{b_i - x}
\]

is decreasing in the risk aversion parameter \( b_i \). Again, we assume that the participation constraint for each consumer is given by the autarky level:

\[
\gamma_i = \mathbb{E}[U(-L_i)] = -\frac{2 \sigma_i^2}{(\alpha_i - 2)(\alpha_i - 1)} - \frac{2b_i \sigma_i}{\alpha_i - 1}.
\]

Note that for utilities to be defined, we require tail indices to be greater than two.

We parametrize the model by fixing \( \tau = 0.05 \), the scale parameter \( \sigma_1 = 0.5025 \), and the tail index \( \alpha_1 = 2.05 \), so that the expected value of Risk 1 is \( \mathbb{E}[L_1] = \sigma_1 / \alpha_1 - 1 = 0.5 \). For Risk 2, we vary the tail index \( \alpha_2 \) between 2.05 and 11, where we set the corresponding scale parameters to \( \sigma_2 = 0.5(\alpha_2 - 1) \). Thus, the resulting expected value is also 0.5 so that allocations will not be driven by differences in expected values. We assume both consumers have identical risk aversion parameters \( b = b_1 = b_2 \), which we vary between 0.25 and 4. Appendix A.3 provides details on the solution approach.
Figure 3 shows resulting optimal asset levels $a$, optimal participation levels $q_1$ and $q_2$ for the consumers, and economic capital allocations to Risk 1 in per cent of the assets as functions of the risk aversion parameter $b$ and the tail index for risk two $\alpha_2$. A higher tail index for Risk 2 corresponds to less overall risk in the portfolio requiring less capital, and a larger $b$ means less risk-averse consumers that, ceteris paribus, are less concerned with the nonperformance of their insurance contract. Thus, we find that the optimal asset level is decreasing in the tail index $\alpha_2$ and decreasing in the risk aversion parameter $b$ (panel 3(a)). Similarly, participations $q_1$ and $q_2$ decrease in the risk aversion parameter—i.e., higher risk aversion corresponds to more insurance coverage (panels 3(b) and 3(c)). Moreover, optimal participation levels are also decreasing in the tail index $\alpha_2$ because of a diminishing willingness of Consumer 2 to bear capital costs.

Figure 3: Optimal capital level $a$, optimal coverage levels $q_1$ and $q_2$, and economic capital allocations to Risk 1 as a function of the tail index of Risk 2 $\alpha_2$ and the risk aversion parameter $b$ (identical for both). The tail index of Risk 1 is fixed at 2.05, and expected values for both risks are 0.5.
3.2.1 Capital Allocations

Figure 3(d) plots economic capital allocations to Risk 1 in per cent of the assets. For most considered parameter combinations, the allocations exceed half of the assets, which is not surprising since Consumer 1 faces more tail risk. The allocations to Risk 1 typically increase in $\alpha_2$—i.e., as Risk 2 becomes less heavy-tailed—whereas obviously allocations are 50% for $\alpha_2 = 2.05$ since both consumers are identical in this case. Exceptions occur for relatively large $b$, corresponding to a low level of risk aversion. While here Risk 1 is more heavy-tailed, Consumer 1’s participation level decreases by more than Consumer 2’s participation—i.e., Consumer 1 purchases less insurance—leading to capital allocations for Consumer 1 of less than 50%. Nonetheless, the more risky Consumer 1 is still allocated a larger share of capital relative to participation. For instance, for a risk aversion parameter of $b = 4$ and a tail index $\alpha_2 = 11$, the ratio of participation levels $q_1 / q_2$ is about 90% whereas the ratio of capital allocations $(\tilde{q_1} \tilde{\phi_1}) / (q_2 \tilde{\phi_2})$ is around 96%, so that $\tilde{\phi_1} / \tilde{\phi_2}$ is greater than one.

Gradient capital allocations associated with VaR or ES generally exhibit similar characteristics. In particular, allocations to Risk 1 increase in the tail index $\alpha_2$ relative to participation. Moreover, the allocations are increasing in risk aversion although here the effect is indirect in the sense that it stems solely from changes in the participation level: In contrast to the economic risk measure, VaR and ES themselves are unaffected by changes in $b$.

We compare the economic capital allocations to those obtained from VaR and ES. Figure 4 plots the difference between the percentage of capital allocated to Risk 1 under the economic allocation and under the VaR allocation in panel 4(a), and the difference for ES in panel 4(b). As in the previous section, we choose the confidence level as the default probability $\mathbb{P}(I > a)$ for each parameter combination to facilitate comparison.
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(a) Comparison to VaR allocations
(b) Comparison to ES allocations

Figure 4: Difference in capital allocations to Risk 1 as a percentage of assets between the economic allocation rule and the VaR/ES gradient allocation rules as a function of the tail index of risk two $\alpha_2$ and the risk aversion parameter $b$ (identical for both). The tail index of Risk 1 is fixed at 2.05. Contour lines in (a) are fixed at 5% (dark blue) and 15% (light green). Contour lines in (b) are fixed at -2.5% (medium pink), 0% (dark blue), and 2.5% (light green).

Economic allocations to Risk 1 always exceed VaR allocations with a difference as large as
26.4% in the considered parameter range. The differences are increasing in $\alpha_2$ (i.e. as risk two gets lighter tailed) while obviously the differences are zero for $\alpha_2 = 2.05$ at which point the risks are identical. The differences are decreasing in the risk aversion parameter, so the allocations are closer for low risk aversion levels although differences are still substantial (e.g., close to 10% for $b = 4$ and $\alpha_2 = 11$). The reason, as discussed in the previous section, is that for VaR only the cutoff loss states at the confidence level—which is fixed at the default probability for Figure 4—are material whereas economic allocations weight larger loss states more heavily, particularly for high risk aversion levels. Even when we decrease the confidence level to half of the default probability, the economic allocations to Risk 1 still always exceed the corresponding VaR allocations in our parameter range, although the differences are smaller (between zero and 16.6%). This is due to the heavy tails of the loss distributions: The higher weight put on large loss states, combined with the significant probability of achieving these large loss states, severely penalizes the loss with the fatter tails even when risk aversion is relatively low.

The situation changes considerably for ES, which places greater weights on larger loss states. Here, we are able to see the two opposing influences on the economic allocations. For low risk aversion levels (large $b$), the weighting function is less important, and use of ES results in higher allocations to the heavier-tailed Risk 1 due to the focus on loss states rather than recoveries. For high risk aversion levels, on the other hand, the heavy economic weighting of severe loss states causes the economic allocations to exceed the corresponding ES allocations. For the considered parameters, the difference can be as small as $-4.05\%$ for $\alpha_2 = 11/b = 4$ (low risk aversion) and as large as $4.98\%$ for $\alpha_2 = 11/b = 0.25$ (high risk aversion). In contrast, these competing effects offset each other for medium risk aversion parameters, as can be seen by the zero per cent contour line (dark blue). Hence, we find that ES-based allocations can put too much weight on the heavy-tailed Risk 1 if consumers are not very risk-averse. On the other hand, if consumers are very risk-averse, the economic approach allocates more to the high risk group than does ES.

### 3.2.2 Risk Measures

When comparing risk measures, the same caveat applies as in the previous example: We have to choose and hold fixed parameters that are determined endogenously in the firm’s profit maximization problem. In what follows, we analyze the influence of the tail index. In particular, we also examine extreme levels where the variance or the expected value of the losses may not exist.

Table 2 displays risk measures for two risks with identical tail indices $\alpha = \alpha_1 = \alpha_2$ varying between 0.5 and 3. Here, we set the scale $\sigma = \sigma_1 = \sigma_2$ for the tail index $\alpha = 2$ to one in order to obtain an expected loss of 0.5 for ease of comparison with the allocations in the previous part. Then, we choose the scale parameters for all other tail indices to match the median value for $\alpha = 2/\sigma = 1$, since the expected value may not exist. The participation level $q = q_1 = q_2$ is set to one for simplicity. For each risk measure $\rho$, we calculate the measure $\rho(I_1) = \rho(I_2)$ on a stand-alone basis (column “One”), the risk measure of the sum of the risks $\rho(I_1 + I_2)$ (column “Sum”), and their quotient $\rho(I_1 + I_2)/\rho(I_1)$ (column “Frac.”). Obviously, this quotient will always be greater than one for a monotonic risk measure, and it will be smaller (greater) than two if the risk measure is sub-additive (super-additive)—since under sub-additivity, the risk of the diversified portfolio $\rho(I_1 + I_2)$ should be less than twice the risk for each loss on a stand-alone basis $2 \rho(I_1)$.

\[\text{\textsuperscript{12}Obviously, parameters on the } b\text{-axis (where } \alpha_2 = \alpha_1 = 2.05\text{) yield 50\% for both allocations so that the difference}\]
<table>
<thead>
<tr>
<th>α</th>
<th>σ</th>
<th>VaR_5% One</th>
<th>Sum</th>
<th>Frac.</th>
<th>ES_5% One</th>
<th>Sum</th>
<th>Frac.</th>
<th>( \tilde{\rho}_{a=0} ) One</th>
<th>Sum</th>
<th>Frac.</th>
<th>( \tilde{\rho}_{VaR,5%} ) One</th>
<th>Sum</th>
<th>Frac.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>0.14</td>
<td>55.09</td>
<td>220.5</td>
<td>4.00</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.55</td>
<td>2.65</td>
<td>4.80</td>
<td>407.8</td>
<td>1649</td>
<td>4.04</td>
</tr>
<tr>
<td>0.75</td>
<td>0.27</td>
<td>14.52</td>
<td>38.20</td>
<td>2.63</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.45</td>
<td>1.73</td>
<td>3.81</td>
<td>55.69</td>
<td>143.4</td>
<td>2.58</td>
</tr>
<tr>
<td>1.00</td>
<td>0.41</td>
<td>7.87</td>
<td>17.17</td>
<td>2.18</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.41</td>
<td>1.42</td>
<td>3.43</td>
<td>21.95</td>
<td>46.13</td>
<td>2.10</td>
</tr>
<tr>
<td>1.25</td>
<td>0.56</td>
<td>5.58</td>
<td>11.04</td>
<td>1.98</td>
<td>30.14</td>
<td>54.06</td>
<td>1.79</td>
<td>0.39</td>
<td>1.28</td>
<td>3.24</td>
<td>12.97</td>
<td>24.40</td>
<td>1.88</td>
</tr>
<tr>
<td>1.50</td>
<td>0.71</td>
<td>4.49</td>
<td>8.38</td>
<td>1.87</td>
<td>14.88</td>
<td>25.07</td>
<td>1.68</td>
<td>0.38</td>
<td>1.20</td>
<td>3.13</td>
<td>9.29</td>
<td>16.36</td>
<td>1.76</td>
</tr>
<tr>
<td>1.75</td>
<td>0.85</td>
<td>3.87</td>
<td>6.96</td>
<td>1.80</td>
<td>10.16</td>
<td>16.47</td>
<td>1.62</td>
<td>0.37</td>
<td>1.14</td>
<td>3.06</td>
<td>7.39</td>
<td>12.48</td>
<td>1.69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>α</th>
<th>σ</th>
<th>VaR_1% One</th>
<th>Sum</th>
<th>Frac.</th>
<th>ES_1% One</th>
<th>Sum</th>
<th>Frac.</th>
<th>( \tilde{\rho}_{a=0} ) One</th>
<th>Sum</th>
<th>Frac.</th>
<th>( \tilde{\rho}_{VaR,1%} ) One</th>
<th>Sum</th>
<th>Frac.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>0.14</td>
<td>1381</td>
<td>5228</td>
<td>4.00</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.55</td>
<td>2.65</td>
<td>4.80</td>
<td>10203</td>
<td>39483</td>
<td>3.87</td>
</tr>
<tr>
<td>0.75</td>
<td>0.27</td>
<td>126.2</td>
<td>321.3</td>
<td>2.55</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.45</td>
<td>1.73</td>
<td>3.81</td>
<td>479.5</td>
<td>1209</td>
<td>2.52</td>
</tr>
<tr>
<td>1.00</td>
<td>0.41</td>
<td>41.01</td>
<td>84.17</td>
<td>2.05</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.41</td>
<td>1.42</td>
<td>3.43</td>
<td>112.0</td>
<td>226.4</td>
<td>2.02</td>
</tr>
<tr>
<td>1.25</td>
<td>0.56</td>
<td>21.69</td>
<td>39.52</td>
<td>1.82</td>
<td>110.7</td>
<td>194.7</td>
<td>1.76</td>
<td>0.39</td>
<td>1.28</td>
<td>3.24</td>
<td>48.83</td>
<td>87.10</td>
<td>1.78</td>
</tr>
<tr>
<td>1.50</td>
<td>0.71</td>
<td>14.49</td>
<td>24.57</td>
<td>1.70</td>
<td>44.87</td>
<td>72.89</td>
<td>1.62</td>
<td>0.38</td>
<td>1.20</td>
<td>3.13</td>
<td>28.77</td>
<td>47.48</td>
<td>1.65</td>
</tr>
<tr>
<td>1.75</td>
<td>0.85</td>
<td>10.99</td>
<td>17.80</td>
<td>1.62</td>
<td>26.78</td>
<td>41.33</td>
<td>1.54</td>
<td>0.37</td>
<td>1.14</td>
<td>3.06</td>
<td>20.01</td>
<td>31.38</td>
<td>1.57</td>
</tr>
<tr>
<td>2.00</td>
<td>1.00</td>
<td>9.00</td>
<td>14.14</td>
<td>1.57</td>
<td>19.00</td>
<td>28.33</td>
<td>1.49</td>
<td>0.37</td>
<td>1.11</td>
<td>3.01</td>
<td>15.38</td>
<td>23.32</td>
<td>1.52</td>
</tr>
<tr>
<td>2.25</td>
<td>1.15</td>
<td>7.74</td>
<td>11.90</td>
<td>1.54</td>
<td>14.85</td>
<td>21.62</td>
<td>1.46</td>
<td>0.36</td>
<td>1.08</td>
<td>2.97</td>
<td>12.62</td>
<td>18.67</td>
<td>1.48</td>
</tr>
<tr>
<td>2.50</td>
<td>1.30</td>
<td>6.88</td>
<td>10.43</td>
<td>1.51</td>
<td>12.34</td>
<td>17.65</td>
<td>1.43</td>
<td>0.36</td>
<td>1.06</td>
<td>2.94</td>
<td>10.81</td>
<td>15.72</td>
<td>1.45</td>
</tr>
<tr>
<td>2.75</td>
<td>1.44</td>
<td>6.27</td>
<td>9.39</td>
<td>1.50</td>
<td>10.67</td>
<td>15.09</td>
<td>1.41</td>
<td>0.36</td>
<td>1.04</td>
<td>2.91</td>
<td>9.56</td>
<td>13.72</td>
<td>1.43</td>
</tr>
<tr>
<td>3.00</td>
<td>1.59</td>
<td>5.80</td>
<td>8.62</td>
<td>1.49</td>
<td>9.50</td>
<td>13.31</td>
<td>1.40</td>
<td>0.36</td>
<td>1.03</td>
<td>2.90</td>
<td>8.65</td>
<td>12.29</td>
<td>1.42</td>
</tr>
</tbody>
</table>

Table 2: Comparison of risk measures for Pareto losses as a function of the tail index (\( \alpha \), identical for the two risks) and the scale parameter (\( \sigma \), identical for the two risks). The three columns for each risk measure \( \rho \) display \( \rho(I_1) \) (One), \( \rho(I_1 + I_2) \) (Sum), and \( \rho(I_1 + I_2) / \rho(I_1) \) (Frac.).

Columns three to five for the top and the bottom part of Table 2 display results for VaR at confidence levels 5% and 1%, respectively. Columns six to eight show corresponding results for ES. All risk measures increase as the risks become heavier-tailed, i.e. as \( \alpha \) becomes smaller. The well-known sub-additivity of ES is evident, as the quotient \( \rho(I_1 + I_2) / \rho(I_1) \) is always less than two for ES. However, ES is not defined for tail indices less or equal to one, since here the expected value does not exist. In contrast, as pointed out by Ibragimov (2009a, Remark 4.4), VaR is sub-additive for tail indices \( \alpha > 1 \) and sufficiently small confidence levels \( \varepsilon \), whereas it is super-additive for \( \alpha < 1 \) and sufficiently small \( \varepsilon \). Thus, we observe quotients of less than two for \( \alpha > 1 \)—just as for ES—and we only have quotients greater than two for \( \alpha \leq 1 \)—where ES is not defined.\(^{13}\)

Columns nine to eleven of Table 2 show results for the new risk measure \( \tilde{\rho} \), where we set the asset level \( a = 0 \) and we assume risk neutrality so that the probabilities \( P \) and \( \tilde{P} \) coincide (note that the results in the top and bottom half of the table are identical). The risk measures increase as the risks become heavier-tailed on a stand-alone basis as well as for the portfolio, but the quotient \( \rho(I_1 + I_2) / \rho(I_1) \) now is greater than two for all considered parameters. This is similar to the

\(^{13}\)In our setting, for \( \alpha = 1 \) we have super-additivity, although the fraction converges to 2 for \( \varepsilon \to 0 \). For instance, for \( \varepsilon = 0.1\% \), we obtain \( \rho(I_1 + I_2) / \rho(I_1) = 2.0090 \) and for \( \varepsilon = 0.01\% \) it is 2.0032.
previous example (Sec. 3.1.2), where we also obtained super-additivity in the case $P = \tilde{P}$.

This is no longer the case when we cast the asset level $a$ via VaR—accounting for the idea that a riskier portfolio will typically be associated with a larger amount of assets held in the firm (see also Figure 3(a)). Corresponding results are displayed in the last three columns of the top and bottom part of Table 2 for confidence levels 5% and 1%, respectively. Again, risk levels are higher for lower tail indices. Moreover, in analogy to VaR, we observe quotients less than two—associated with sub-additivity—for tail indices greater than one, whereas we have quotients greater than two—associated with super-additivity—for tail indices less or equal to one. It is worth noting that the quotients tend to fall between those for VaR and ES, suggesting that the risk measure $\tilde{\rho}$ is less sub-additive than ES and more sub-additive than VaR (or less super-additive than VaR, depending on the tail index). Here, as with ES, the size of the loss beyond the cutoff state is material—although, in contrast to ES, the log transformation compresses high loss states and leads the risk measure to exist even for extreme tail indices. Therefore, when endowing the risk measure with an exogenous asset level originating from VaR and under risk neutrality, the measure appears to fall in between VaR and ES with respect to diversification properties.

4 Extensions

In this section, we discuss various extensions to the basic model setup presented in Section 2. In particular, we discuss the impact of securities markets (Sec. 4.1) as well as regulatory constraints and multiple periods (Sec. 4.2) on marginal-cost allocations and the corresponding risk measure.$^{14}$

4.1 Allocation in a Securities Market Equilibrium

To this point, we have ignored hedging opportunities associated with securities markets. Such opportunities could be important for the insurer in the course of managing the risks in its liability portfolio, and for consumers in managing the risks associated with insurer default and any residual uninsured loss risk. We now allow both the insurer and consumers to invest in (risky) capital market assets with the goals of maximizing insurer value and consumer utility, respectively.

Of course, integrating a securities market requires a considerable extension of the basic setup introduced in Section 2. We refer to Appendix B.2 for details on corresponding assumptions and derivations. However, despite these differences, the resulting allocations to consumer $i$ and the supporting risk measure closely resemble the previous results:

\[
q_i \tilde{\phi}_i = q_i \frac{\mathbb{E}^{Q} \left[ 1_{\{I > A\}} \frac{\partial U_i}{\partial q_i} \sum_k \frac{U'_k}{\mathbb{E}[U'_k]} \frac{I_k}{T} A \right]}{\mathbb{E}^{Q} \left[ 1_{\{I > A\}} \sum_k \frac{U'_k}{\mathbb{E}[U'_k]} \frac{I_k}{T} A \right]} = q_i \frac{\partial}{\partial q_i} \frac{\tilde{\rho}(I)}{\tilde{\rho}(I)},
\]

where:

\[
\tilde{\rho}(X) = \exp \left\{ \mathbb{E}^{\tilde{P}} \left[ \log \left\{ X \right\} \right] \right\} \quad \text{and} \quad \frac{\partial \tilde{\rho}}{\partial P} = \mathbb{E} \left[ \frac{\partial Q}{\partial P} 1_{\{I > A\}} \sum_k \frac{U'_k}{\mathbb{E}[U'_k]} \frac{I_k}{T} A \right].
\]

\[\text{14The extension when the company exhibits risk aversion is treated in Appendix B.1. Since the allocation result in this case is identical to Section 2, we do not discuss it separately in the main text. See also Footnote 6.}\]
In comparison with the capital allocations $q_i \tilde{\phi}_i$ in the basic setup, the company can now allocate its asset portfolio to securities market states, so that the asset level is now a securities market state dependent random variable (denoted by $A$ instead of the fixed $a$). Similarly, consumer marginal utilities will reflect optimal wealth allocations, and thus consumers will measure their marginal utilities $U'_k$ of insurance payments relative to expected marginal utilities given the corresponding payoffs by marketed securities $S$, $\mathbb{E}[U'_k|S]$. In turn, capital allocations as well as the supporting risk measure now account for the aggregate economic (market) risk by assessing securities market states by their risk-neutral probabilities $Q$. However, the form of the capital allocation result does not change: The basis for the allocations is still consumer recoveries measured relative to state weights associated with counterparty marginal utilities in insurer default states—since this is where the consumers face non-hedgeable risk.

In the limiting case of a complete market, the result reduces to allocating capital cost to consumers in proportion to their share of the total market value of recoveries, which is exactly the allocation result in Ibragimov, Jaffee, and Walden (2010). It is important to note, however, that in the complete market case, purchasing protection from an insurance company with costly capital is inefficient since consumers can hedge insurance risk themselves.\footnote{Ibragimov, Jaffee, and Walden (2010) deal with this by assuming “the insurees do not have direct access to the market for risk” whereas the insurer faces a “friction-free complete market for risk.”}

### 4.2 Multiple Periods and Regulatory Constraint

In this section, we generalize the original setup to include multiple periods and an external regulatory constraint. We refer to Appendix B.3 for details and derivations but lay out the basic structure here. To keep things tractable, we retain the flat cost of holding capital but do not introduce any new costs of raising capital and assume further that the firm defaults if its liabilities exceed its assets. With these and other simplifying assumptions, the problem becomes stationary and the complication introduced by multiple periods is simply that if the firm defaults, it loses future profit opportunities. Defining the value of the firm as $V$, we can then write the Bellman equation:

$$V = \max_{a, \{q_i\}, \{p_i\}} \sum_i p_i - \sum_i \mathbb{E}[R_i|e_i] - \tau a + \mathbb{P}(I \leq a) V$$

subject to the (period) participation constraint:

$$v_i(a, w_i - p_i, q_1, \ldots, q_N) \geq \gamma_i \forall i,$$

and a new regulatory constraint:

$$s(q_1, \ldots, q_N) \leq a,$$

where $s$ is an externally supplied risk measure with a set threshold dictating the requisite capitalization in each period for the firm as a function of the risk it has taken.

With respect to allocating capital costs, multiple sources of discipline factor into the firm’s capitalization decision in this extended setting. In addition to the concerns about counterparties that drove the analysis of Section 2, capital is desired to satisfy the external regulatory constraint and to protect the shareholder’s access to future profit flows. Capital allocations will reflect all three influences.
We obtain the following marginal cost of risk for consumer $i$:

$$\frac{\partial \bar{q}_i}{\partial q_i} = \mathbb{E}\left[1_{\{I \leq a\}} \frac{\partial I_i}{\partial q_i}\right] - \mathbb{E}\left[1_{\{I > a\}} \frac{U'_i a I_i}{\tau} \frac{\partial U_i}{\partial q_i} \right] \quad (9)$$

$$+ \tilde{\theta}_i \left[ V f_I(a) \right] + \frac{\partial s}{\partial q_i} \left[ \mathbb{P}(I > a) + \tau - \sum_k \frac{\partial v_k / \partial a}{v'_k} - V f_I(a) \right] + \tilde{\phi}_i a \left[ \sum_k \frac{\partial v_k / \partial a}{v'_k} \right],$$

where:

$$\tilde{\theta}_i = \mathbb{E}\left[ \frac{\partial I_i}{\partial q_i} \mid I = a \right], \quad \tilde{\phi}_i = \frac{\mathbb{E}\left[1_{\{I > a\}} \frac{\partial U_i}{\partial q_i} \sum_k \frac{U'_i}{v'_k} \frac{I_k}{\tau} \right]}{\mathbb{E}\left[1_{\{I > a\}} \sum_k \frac{U'_i}{v'_k} \frac{I_k}{\tau} \right]}.$$  

and $f_I$ is the probability density function of $I$. Therefore, just as in the single-period model, the marginal cost decomposes into one part relating to consumer period recoveries $(I)$ and another part relating to period capital costs $(II)$. However, the latter part now consists of three components. The third and last cost term is familiar from Section 2 and arises due to the impact of expanding coverage for consumer $i$ on all consumers. The first term originates from the multi-periodicity, or more precisely from the effect of the expansion of consumer $i$’s coverage on the likelihood of default. In particular, we can interpret it as a risk penalty reflecting the loss of future profit flows for the shareholders should the firm become insolvent, with the marginal default probability being given by the probability density of the aggregate loss at the current capitalization $f_I(a)$. Finally, the second term comes from the regulatory capital constraint, which requires the company to hold capital given by the externally supplied risk measure $s$.

Despite these differences, the interpretation of the latter part $(II)$ in its entirety remains the same as in Section 2. It again “adds up” to the total (period) capital cost:

$$\sum_i q_i \tilde{\theta}_i \left[ V f_I(a) \right] + \frac{\partial s}{\partial q_i} \left[ \mathbb{P}(I > a) + \tau - \sum_k \frac{\partial v_k / \partial a}{v'_k} - V f_I(a) \right] + \tilde{\phi}_i a \left[ \sum_k \frac{\partial v_k / \partial a}{v'_k} \right]$$

$$= \mathbb{P}(I > a) a + \tau a \quad (10)$$

and thus again can be interpreted as an allocation of capital according to marginal costs. In fact, the “adding up” property holds for each of the individual allocation terms:

$$\sum_i q_i \tilde{\theta}_i = \sum_i q_i \frac{\partial s}{\partial q_i} = \sum_i q_i \tilde{\phi}_i a = a,$$

whereas the three weights $[V f_I(a)], \left[ \sum_k \frac{\partial v_k / \partial a}{v'_k} \right]$, and $[\mathbb{P}(I > a) + \tau - \sum_k \frac{\partial v_k / \partial a}{v'_k} - V f_I(a)]$ then add up to the cost fraction $[\mathbb{P}(I > a) + \tau]$.

These weights, in turn, reflect an allocation of the total cost of capital to the three sources of risk penalties, with allocation following the benefit that a marginal unit of capital brings to each of the components. To elaborate, $\sum_k \frac{\partial v_k / \partial a}{v'_k}$ reflects the marginal benefits enjoyed by counterparties, $V f_I(a)$ is simply the marginal increase in the expected continuation value of the firm, and the
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The remainder \( \mathbb{P}(I > a) + \tau - \sum_k \frac{\partial v_k/\partial a}{v_k} - V f_I(a) \) reflects the extent to which the firm was pushed to capitalize beyond the point it would have chosen in the absence of regulation.

The weights can vary substantially according to economic circumstances. For instance, in a situation with close to perfect competition, the firm value \( V \) approaches zero and thus so does the weight associated with the allocation \( \tilde{\theta}_i \). Hence, in this case counterparties and regulators will be the primary drivers for capital costs. In contrast, in the situation where consumers are fully insured by a guaranty fund scheme and where the regulatory constraint is non-binding, the weights associated with the allocations \( \tilde{\theta}_i \) and \( \frac{\partial s}{\partial q_i} \) will be zero and the level of firm capital, as well as its allocation, is solely determined by \( \tilde{\theta}_i \) associated with the firm’s value as a going concern (again we refer to Appendix B.3 for details).

Allocating capital based on the external risk measure \( s \) will only be optimal in specific circumstances. Indeed, it is interesting to note that, even if the regulatory constraint binds, it may not necessarily be an important determinant of capital allocation. If consumer and shareholder considerations in a private (unregulated) market yield a similar capitalization as imposed by regulation:

\[
\mathbb{P}(I > a) + \tau \approx \sum_k \frac{\partial v_k/\partial a}{v_k} + V f_I(a),
\]

then internal counterparty and continuation value concerns will dominate, as the weight on the regulatory allocation will be very small.

As also detailed in Appendix B.3, the three allocation components are supported by three different risk measures—in the sense that the correct marginal economic allocations (10) can be derived as the weighted average of their gradients. Obviously, counterparty-based allocation is again associated with the new risk measure \( \tilde{\rho} \) introduced in Section 2, whereas allocation according to the regulatory constraint directly emanates from the external risk measure \( s \). The allocation piece associated with the firm’s value as a going concern, \( \tilde{\theta}_i \), on the other hand, can be derived as the gradient of VaR when fixing the confidence level at the firm’s default probability—so that VaR arises endogenously in our setting (see Garman (1997) for gradient allocations based on VaR).

The intuition is that under our model specification, the value of the company \( V \) is constant so that the owners solely care about the probability of (non-)default—but unlike the counterparties that collect recoveries in default states they are not concerned with the size of the shortfall. This leads to VaR, which is exactly the measure that has “its focus on the probability of a loss regardless of the magnitude” (Basak and Shapiro, 2001). In this setting, the correct marginal cost allocation is delivered by a weighted average of three risk measures, at least two of which (VaR and \( \tilde{\rho} \)) generally do not adhere to the axioms of coherence or convexity.

5 Liability versus Asset Risk: Adaptation to Retail Banking

To this point, the analysis has focused exclusively on evaluating liability risks. We now shift our attention to asset risks by adapting the model to retail banking. As in Section 2 for an insurance company, we consider a very simple one-period setup.

Specifically, we assume that the bank with deposits \( d \) invests in \( N \) risky projects with random returns \( S_i \) at amounts \( q_i \). Funds beyond the deposits carry a cost exceeding the expected project returns, so that raising capital and investing by itself is not opportune for the bank. Hence, the
bank’s function is to intermediate access to return opportunities for the single depositor. It pays an interest rate \( r \) in non-default states whereas the depositor seizes all the assets in states of default. Formally, we study the following optimization problem:

\[
\max_{\{q_i\}} \mathbb{E} \left[ \sum_{i=1}^{N} q_i S_i \right] - \mathbb{E} \left[ \min \left\{ d(1 + r), \sum_{i=1}^{N} q_i S_i \right\} \right] - \tau \left( \sum_{i=1}^{N} q_i - d \right)
\]

subject to the participation of the depositor:

\[
\mathbb{E} \left[ U \left( w - d + \min \left\{ d(1 + r), \sum_{i=1}^{N} q_i S_i \right\} \right) \right] \geq \gamma.
\]

In view of allocating capital, the key difference is that in this case, risky return opportunities emanate from investment choices rather than exposures to counterparties. The depositor prefers a high level of capital and also investments in safe projects so that bankruptcy is a low probability event and the portfolio value is high even in default states. The bank prefers a low capital level invested in projects with a high return in non-default states. The first order condition for investment \( i \) thus balances the returns enjoyed by the bank in solvent states (the left-hand side) against the cost of capital, net of the benefits the investment confers on the depositor in states of default (the right-hand side):

\[
\mathbb{E} \left[ 1\{S \geq d(1+r)\} [S_i - r_f] \right] = \bar{\phi}_i \mathbb{E} \left[ 1\{S < d(1+r)\} U' [r_f - S_i] \right],
\]

where \( S = \sum_i q_i S_i \) and \( \mu \) is the Lagrange multiplier associated with the constraint. Assuming for expositional purposes that one of the investment opportunities generates a risk-free return \( r_f \), we can write for the return on project \( i \) to the bank in excess of a risk-free investment, which due to the possibility of default differs from the unconditional expected return:

\[
\mathbb{E} \left[ 1\{S \geq d(1+r)\} [S_i - r_f] \right] = \mu \mathbb{E} \left[ 1\{S < d(1+r)\} U' [r_f - S_i] \right].
\]

Paralleling the usual asset pricing logic, projects with high expected excess returns in solvent states will thus have significant negative excess returns in costly default states, while projects with low excess returns in solvent states will generally impose less costs on the depositor as they enjoy better returns in default states.

This condition can also be reinterpreted as an allocation:

\[
\mathbb{E} \left[ 1\{S \geq d(1+r)\} [S_i - r_f] \right] = \bar{\phi}_i \mathbb{E} \left[ 1\{S \geq d(1+r)\} [\bar{S} - r_f] \sum_i q_i \right],
\]

where \( \bar{S} = \sum_i q_i S_i / \sum_i q_i \) and:

\[
\bar{\phi}_i = \frac{\mathbb{E} \left[ 1\{S < d(1+r)\} U' [r_f - S_i] \right]}{\mathbb{E} \left[ 1\{S < d(1+r)\} U' [\sum_i q_i r_f - S] \right]}.
\]

We again have \( \sum_i q_i \bar{\phi}_i = 1 \), i.e. the allocation “adds up,” and again claimant valuations of recoveries in default states are the primary drivers of the allocation. Projects with poor returns in default states (i.e., \( r_f - S_i \) is large) evidently receive higher allocations as they are perceived more
risky. What is being allocated in this case is the total cost of diverting safe investments into the risky portfolio (which yields subpar returns in states of default). This happens to equate with the expected excess return of the total portfolio since the marginal cost of risk taking is being equated with its marginal benefit:

\[
\mathbb{E} \left[ 1_{\{S \geq d(1+r)\}} [S - r_f] \sum_i q_i \right] = (\mu \mathbb{E} \left[ 1_{\{S < d(1+r)\}} U' r_f \right] - \mu \mathbb{E} \left[ 1_{\{S < d(1+r)\}} U' S \right]) \sum_i q_i.
\]

However, the allocations in this model \( \tilde{\phi}_i \) now have a different form than the allocations \( \tilde{\phi}_i \) in the insurance setting of Section 2. In particular, we do not have the fractional form, which in Section 2 arises due to the dependence of recoveries on incurred losses relative to the total loss. In contrast, here total recoveries are simply the portfolio value. This difference leads to a different risk measure. Specifically, we can represent:

\[
\tilde{\phi}_i = \frac{\partial}{\partial q_i} \mathbb{E}^p \left[ \sum_i q_i r_f - S \right] = \frac{\partial}{\partial q_i} \bar{\rho}(S - \sum_i q_i r_f) - \bar{\rho}(S - \sum_i q_i r_f),
\]

where \( \bar{\rho}(X) = \mathbb{E}^p [-X] \) and the probability \( \bar{p} \) is given by:

\[
\frac{\partial \bar{p}}{\partial \bar{p}} = \mathbb{E} \left[ 1_{\{S < d(1+r)\}} U' \right].
\]

Hence, the correct risk measure here is a weighted version of the expected portfolio value,\(^{\text{16}}\) where the weights originate from marginal utilities in default states—since company default states is where the depositor faces risk. Since the weights are positive only in default states, the risk measure supporting the correct economic allocations therefore can be interpreted as a spectral version of ES (Acerbi, 2002), which is obtained by starting with ES (with a threshold based on the default point) and weighting the outcomes in excess of the threshold according to depositor utilities.

This risk measure can then be used for Return On Risk-Adjusted Capital—or RORAC—calculations popular in the banking literature (Tasche, 2004; Stoughton and Zechner, 2007). Using Equation (11) and (12), we can write:

\[
\mathbb{E} \left[ 1_{\{S \geq d(1+r)\}} [S_i - r_f] \right] = \mathbb{E} \left[ 1_{\{S \geq d(1+r)\}} \left\{ S - r_f \right\} \sum_i q_i \right].
\]

Thus, the return for each investment opportunity needs to be measured relative to its risk contribution. For instance, a high return investment for the bank with a high risk allocation \( \partial / \partial q_i \bar{\rho}(S - \sum_i q_i r_f) \) may be less opportune than a low return investment with a relatively small contribution. Weighing return against risk will result in an optimal portfolio.

The fundamental difference in the source of the risk, viewed from the perspective of the creditor, accounts for the change in the basic form of the measure. In this simple banking model,\(^{\text{16}}\) It is important to note that unlike the insurance setting, here higher risk is associated with a lower portfolio return in default states, so that the risk measure is equipped with a negative sign—as is also conventional for ES when focusing on asset risk. This dissonance between insurance and financial formulations of risk measures is well-known, and particularly results in differences in the definitions of common risk measure axioms.
the risks are associated with investment returns. Bad return realizations in default states translate dollar-for-dollar into less recoveries for the depositor, so the starting point for risk penalties under ES—a simple probability weighting of losses in default states—is an appropriate basis for capital allocation. The situation is different when the risks in question are not affecting the total recoverable amount, but rather the total amount of claims on the institution—as for the case of an insurance company, or if the bank had swap or other exposures that generate liabilities. When liability risks are involved, ES allocations are no longer consistent with the underlying economics.

6 Conclusion

The gradient allocation principle prescribes an allocation of capital to risks in the company’s portfolio according to their marginal costs as defined via a given risk measure. However, risk measure selection is a thorny issue that can be resolved only through careful consideration of institutional context—a problem implicitly recognized in the early literature on capital allocation (see e.g. Myers and Read (2001), Tasche (2004), both of whom ultimately fall back on regulation as motivating the choice of risk measure) but since overlooked in favor of a focus on mathematical properties of allocation rules and risk measures.

Instead of starting with a risk measure, this paper starts with primitive assumptions and calculates the marginal cost of risk from the perspective of a profit-maximizing firm with risk-averse counterparties in an incomplete market setting with frictionsal capital costs. In this setting, and in various extensions, we then derive the risk measures whose gradients are consistent with marginal cost from the perspective of the firm.

The results of this reconciliation show that, for purposes of pricing and performance measurement, the appropriate risk measure depends crucially on economic context. The economic drivers of risk penalties flow from the costs of default imposed on counterparties, regulators, and shareholders. These influences can be incorporated into risk measures, but the process yields measures with properties viewed as unappealing by many. In particular, we identify several circumstances where the appropriate risk measure is neither coherent nor convex.

We compare the allocations obtained in a single-period setting without regulation to those obtained from the gradients of VaR and ES—the coherent risk measure currently favored by many academics and regulators. We show that ES may underweight or overweight severe states of default, depending on the nature of customer risk aversion. This raises the interesting possibility that a transition away from a system of regulation relying on risk measure based solvency assessment to one relying on market (counterparty) discipline will not necessarily mitigate the oft-lamented failure of financial institutions to penalize “tail” risk.

Numerous extensions are possible. Our setting is but one possible specification of the profit maximization problem. Others could include informational frictions with regards to consumer endowments and preferences, explicit consideration of managerial incentives in a decentralized organization of the multi-line business, a more detailed modeling of the firm’s capital raising and capital structure decision, or any number of other complications. All of these may of course lead to different risk measures, underscoring the point that risk measures chosen for their technical properties generally fail to yield correct pricing and efficient allocation of capital.

One can also contemplate changes of perspective: The calculations in this paper are done from the perspective of a profit-maximizing firm, but one could also consider the calculus of a regulator
or social planner. In specific cases, the calculus will be similar. For example, a regulator without responsibility for unpaid losses (i.e., if no guaranty fund or deposit insurance scheme exists) but in a context where counterparties are uninformed may view risk similarly to a (competitive) profit-maximizing firm. However, a regulator responsible for unpaid losses would presumably have to consider their value in selecting a risk measure as well as other issues—such as bankruptcy costs not internalized by private firms and the production cost associated with deposit insurance—that would determine the optimal level of capitalization for financial institutions as well as the social cost of risk.\footnote{One such exercise is performed by Acharya et al. (2010), who study a specific environment that leads to a new risk measure, dubbed \textit{systemic expected shortfall}.}

In general, the particular specifications of the economic environment will lead to different risk measures. What is appropriate for one type of institution and set of circumstances is not likely to suit another. Going forward, the challenge for companies and regulators will be to choose risk measures based on consistency with their own economic objectives and constraints, as opposed to consistency with an arbitrary set of axioms.

\section*{Appendix}

\section{Technical Appendix}

\subsection*{A.1 Technical Appendix to Section 2: Details on Remark 2.1}

\subsubsection*{Modification of the Setting}

Consider the same setup as in the main text, but following the transportation economics literature on congestion pricing (Keeler and Small, 1977), we additionally assume that the consumer ignores her own contribution to the overall risk in the company’s portfolio when making a decision about her coverage level. This assumption could be motivated by behavioral arguments alluding to consumer myopia—e.g., that a policyholder makes a coverage decision by consulting company ratings but not considering the impact of her coverage on the ratings. However, the primary motivation here is of technical nature, namely that this assumption delivers aggregate marginal costs equating with total company cost in (7). And, in analogy to the transportation literature, this assumption appears acceptable when the consumer is small in relation to the pool (see also Zanjani (2010)).

Mathematically, the assumption that the consumer ignores her influence on company risk means that she ignores the influence of her (marginal) coverage decision on recoveries, since company risk only materializes in default states. To formally introduce this into the problem, we thus modify the original utility function to:

$$\tilde{v}_i (w_i - p^*_i(q_i), q_i; \tilde{a}, \tilde{q}_1, \ldots, \tilde{q}_N) = \mathbb{E} \left[ U_i \left( w_i - p^*_i(q_i) - L_i + \tilde{R}_i \right) \right],$$

where:

$$\tilde{R}_i = \tilde{R}_i (q_i; \tilde{a}, \tilde{q}_1, \ldots, \tilde{q}_N) = \min \left\{ I_i(L_i, q_i), \sum_{j=1}^N \frac{\tilde{a}}{I_j(L_j, \tilde{q}_j)} I_j(L_i, q_i) \right\}$$

and $p^*_i(\cdot)$ is a premium function as before. The idea here is to fix recovery rates by fixing the quantities $\tilde{a}$ and $\{\tilde{q}_i\}$, leaving the consumer with the free choice of $q_i$—but with the caveat that this choice does not
influence recovery rates.\footnote{Alternatively, we could also specify $\tilde{v}_i \left( w_i - p_i^* (q_i) ; \hat{a} , \hat{q}_1 , \ldots , \hat{q}_N \right) = \tilde{v}_i \left( w_i - p_i^* (q_i) ; q_i ; \hat{a} , \hat{q}_1 , \ldots , \hat{q}_N \right)$, where the consumer is cognizant of her own coverage but “scales” the company according to her own coverage level and this would not change the ensuing result. Again, the important point is that the consumer expects the \textit{same recovery per dollar of coverage} in default states independent of her choice of $q_i$.}

The firm’s objective function remains the same, except that the pricing function now accounts for the skew in the consumer’s perception in that her decision does not impact recovery rates. In particular, the company solves:

$$
\max_{\tilde{a} , \{ p_i^* \} ; \{ \tilde{q}_i \} } \left\{ \sum p_i^* (\tilde{q}_i) - \sum e_i - \tau \tilde{a} \right\}
$$

subject to:

$$
\nu_i (\tilde{a} , w_i - p_i^* (\tilde{q}_i) , \tilde{q}_1 , \ldots , \tilde{q}_N) \geq \gamma_i,
$$

and in addition the new constraint:

$$
\tilde{q}_i \in \arg \max_{q_i} \tilde{v}_i (w_i - p_i^* (q_i) , q_i ; \tilde{a} , \tilde{q}_1 , \ldots , \tilde{q}_N) , \forall i .
$$

Equation (13) is an incentive compatibility constraint requiring the choice of coverage level to be consistent with the consumer optimizing, given her perception of own utility (which ignores her own impact on recovery rates) and the selected pricing function.

It is evident that the firm’s profits under this maximization can be no better than those achieved under the original program (2)/(3), since we have simply added another constraint and choosing the premium schedule at different points than $\tilde{q}_i$ is immaterial to the company’s profits. It is therefore clear that, given optimal choices $\hat{a} , \{ \hat{q}_i \}$, and $\{ \hat{p}_i \}$ to the original program, the firm will maximize profits under the new setup if it can choose those same asset and coverage levels \textit{and} find a pricing function $p_i^* (\cdot)$ that both satisfies $p_i^* (\tilde{q}_i) = \hat{p}_i$ and induces consumers to choose the original solution:

$$
\hat{q}_i \in \arg \max_{q_i} \tilde{v}_i (w_i - p_i^* (q_i) , q_i ; \hat{a} , \hat{q}_1 , \ldots , \hat{q}_N) , \forall i .
$$

The following lemma shows that such a function exists.

\begin{lemma}
Suppose $\tilde{a} , \{ \tilde{q}_i \}$, and $\{ \tilde{p}_i \}$ are the optimal choices maximizing (2) subject to (3). Then, for each $i$, there exists a smooth, monotonically increasing function $p_i^* (\cdot)$ satisfying:

1. $p_i^* (\tilde{q}_i) = \hat{p}_i$.

2. $\tilde{q}_i \in \arg \max_{q_i} \tilde{v}_i (w_i - p_i^* (q_i) , q_i ; \tilde{a} , \tilde{q}_1 , \ldots , \tilde{q}_N)$.
\end{lemma}

\begin{proof}
Proof Start by noting that it is evident that the constraint (3) binds. Note further that the function of $x$:

$$
g (x) = \tilde{v}_i (w_i - x , 0 ; \tilde{a} , \tilde{q}_1 , \ldots , \tilde{q}_N)
$$

is monotonically decreasing and, hence, invertible, so that we may uniquely define:

$$
p_i^* (0) = g^{-1} (\gamma_i) \quad \text{(14)}
$$

which obviously satisfies:

$$
\tilde{v}_i (w_i - p_i^* (0) , 0 ; \tilde{a} , \tilde{q}_1 , \ldots , \tilde{q}_N) = \gamma_i .
$$
\end{proof}
Furthermore, let $p_i^*(\cdot)$ be a solution to the initial value problem:  
\begin{equation}
\frac{\partial p_i^*(x)}{\partial x} = \frac{\partial}{\partial q_i} \tilde{v}_i(w_i - p_i^*(x), x; \tilde{a}, \tilde{q}_1, \ldots, \tilde{q}_N), p_i^*(0) = g^{-1}(\gamma_i),
\end{equation}

on the compact choice set for $q_i$. Due to Peano’s Theorem, we are guaranteed existence of such a function and that it is smooth. Moreover, since $\frac{\partial \tilde{v}_i}{\partial q_i}$, $\frac{\partial p_i^*}{\partial q_i} > 0$, we know that the function is monotonically increasing.

Moving on, by construction we know that:
\begin{align*}
\tilde{v}_i(w_i - p_i^*(q_i), q_i; \tilde{a}, \tilde{q}_1, \ldots, \tilde{q}_N) &= \gamma_i + \int_0^{q_i} \left[ \frac{\partial}{\partial q_i} \tilde{v}_i(w_i - p_i^*(x), x; \tilde{a}, \tilde{q}_1, \ldots, \tilde{q}_N) - \frac{\partial}{\partial w} \tilde{v}_i(w_i - p_i^*(x), x; \tilde{a}, \tilde{q}_1, \ldots, \tilde{q}_N) \cdot \frac{\partial p_i^*(x)}{\partial x} \right] dx \\
&= \gamma_i + 0, \; q_i > 0. \tag{16}
\end{align*}

In particular:
\[\tilde{v}_i(w_i - p_i^*(\tilde{q}_i), \tilde{q}_i; \tilde{a}, \tilde{q}_1, \ldots, \tilde{q}_N) = \gamma_i,\]

which, since it is evident that the constraint (3) binds in the original optimization, can be true if and only if:
\[p_i^*(\tilde{q}_i) = \tilde{p}_i,\]

proving the first part of the lemma. Moreover, (16) directly implies that:
\[\tilde{q}_i \in \arg \max_{q_i} \tilde{v}_i(w_i - p_i^*(q_i), q_i; \tilde{a}, \tilde{q}_1, \ldots, \tilde{q}_N),\]

proving the second part.

Now at the optimum, we have:
\begin{align*}
0 &= \frac{\partial}{\partial q_i} \tilde{v}_i(w_i - p_i^*(q_i), q_i; \tilde{a}, \tilde{q}_1, \ldots, \tilde{q}_N) \bigg|_{\tilde{q}_i = q_i} \\
\Leftrightarrow 0 &= \mathbb{E} \left[ \frac{\partial \tilde{R}_i}{\partial q_i} U_i' \right] - \mathbb{E} \left[ \partial p_i^* / \partial q_i \mathbb{E}[U_i'] \right] \\
\Leftrightarrow 0 &= \mathbb{E} \left[ \frac{\partial \tilde{R}_i}{\partial q_i} U_i' \right] - \mathbb{E} \left[ \mathbf{1}_{\{I > a\}} U_i' \frac{\partial I / \partial q_i}{I} a I \right] + \mathbb{E} \left[ \mathbf{1}_{\{I > a\}} U_i' \frac{\partial I / \partial q_i}{I} a I \right] - \mathbb{E} \left[ \frac{\partial p_i^*}{\partial q_i} V_i' \right].
\end{align*}

The term in the outer brackets represents how the consumer perceives the marginal benefit of additional coverage, which, due to the additional assumption, differs from the true impact in (4) by $\mathbb{E} \left[ \mathbf{1}_{\{I > a\}} U_i' \frac{\partial I / \partial q_i}{I} a I \right]$.

Working with this modified marginal cost condition in (5) and (6), the second term in (6) vanishes and we obtain (7), i.e., aggregate marginal costs fully recover all of the firm’s costs.

\[\text{Here, } \frac{\partial \tilde{v}_i}{\partial w} \text{ and } \frac{\partial \tilde{v}_i}{\partial q_i} \text{ denote the derivatives with respect to the first and the second argument of } \tilde{v}_i, \text{ respectively.}\]
Limiting Behavior

To analyze the limiting behavior as the portfolio size goes to infinity, consider the aggregated marginal costs relative to company assets:

$$\sum_{i=1}^{N} \frac{q_i}{a} \frac{\partial \eta_i}{\partial q_i} = \mathbb{E}\left[ \mathbf{1}_{\{I \leq a\}} \right] \frac{1}{a} + \left[ \tau + \mathbb{P}(I > a) \right] - \mathbb{E}\left[ \frac{1}{a} \sum_{i=1}^{N} \frac{U'_i}{v_i} I_i I_i \right].$$

Thus, the difference between the aggregated marginal costs and the company’s total cost in (7) is the last term. To analyze the limit as $N$ goes to infinity, we represent it as:

$$\mathbb{E}\left[ \mathbf{1}_{\{I > a\}} \sum_{i=1}^{N} \frac{U'_i}{v_i} I_i I_i \right] = \frac{1}{N} \mathbb{E}\left[ \mathbf{1}_{\{I > a\}} \frac{1}{N} \sum_{i=1}^{N} \frac{U'_i}{v_i} I_i I_i \right].$$

(17)

Now in case of iid losses with finite mean, it can be readily seen that the denominator converges almost surely to the square of the expected indemnity payment by the law of large numbers. Similarly, in the (limiting) case of risk neutrality so that $U'_i / v_i = 1$ and if the second moment exists, the numerator will converge to the expected value of the squared indemnity and the expectation on the right-hand side of (17) will thus be finite as $N \rightarrow \infty$. Thus, the $1/N$ in front of the expected value will yield this term to vanish as the portfolio size is extended, and we obtain the adding up result in (7).

The result will also hold in far more general circumstances, in view of preferences, loss distributions, and their dependence structure. In various settings, the Birkhoff-Khinchin ergodicity theorem can be applied to verify that (17) goes to zero. However, since the formulation in the main text is general, the limit has to be verified on a case-by-case basis. Situations where the zero limit result does not hold essentially only arise when the (preference-adjusted) loss for one risk dominates the portfolio outcome.

A.2 Technical Appendix to Section 3.1: Homogeneous Exponential Losses

As indicated in Section 3.1, we consider $N$ identical consumers facing iid, Exponentially distributed losses $L_i \sim \text{Exp}(\nu), 1 \leq i \leq N$. As also detailed there, we assume that consumers have CARA utilities, and that $\gamma$ is given by the autarky level, i.e.:

$$\gamma = e^{-\alpha w} \frac{\nu}{\nu - \alpha}.$$

Lemma A.2. The firm’s optimization problem (2)/(3) takes the form:

$$\begin{align*}
\max_{a,q,p} & \left\{ N p - N q \left[ \frac{1}{\nu} \Gamma_{N-1,\nu} \left( \frac{a}{q} \right) - \frac{\nu}{(N-1)!} e^{-\nu \frac{a}{q}} \left( \frac{a}{q} \right)^{N-1} \left( \frac{1}{p} + \frac{a}{q} \right) \right] - a \bar{\Gamma}_N,\nu \left( \frac{a}{q} \right) - \tau a \right\} \\
\text{subject to} & \\
\gamma & \leq e^{-\alpha (w-p)} \left\{ \frac{\nu}{\nu - (1-q)\alpha} \left[ \Gamma_{N-1,\nu} \left( \frac{a}{q} \right) - \frac{e^{-\frac{\alpha}{\nu} (1-q)\alpha} \nu^{N-1}}{(1-q)\alpha^{N-1}} \Gamma_{N-1,1-(1-q)\alpha} \left( \frac{a}{q} \right) \right] - \sum_{k=0}^{\infty} \left( \frac{a}{q} \right)^k \frac{\nu}{(N-1)!} \Gamma_{N-1-k,\nu} \left( \frac{a}{q} \right) \right\}, \tag{18}
\end{align*}$$

where $\bar{\Gamma}_{m,b}(x) = 1 - \Gamma_{m,b}(x)$ and $\Gamma_{m,b}(\cdot)$ denotes the cumulative distribution function of the Gamma distribution with parameters $m$ and $b$. 
Proof. Proof. For consumer $N$, $L_N \sim \text{Exp}(\nu)$ and the loss incurred by the other consumers is $L_{-N} = \sum_{i=1}^{N-1} L_i \sim \text{Gamma}(N-1, \nu)$. Then:

$$e = e_N = \mathbb{E} \left[ q L_N 1_{\{q(L_{-N}+L_N)<a\}} \right] + a \mathbb{E} \left[ \frac{q L_N}{q (L_{-N}+L_N)} 1_{\{q(L_{-N}+L_N)\geq a\}} \right].$$

For part ii., note that $\frac{L_N}{L_{-N}+L_N}$ is Beta($1, N-1$) distributed independent of $L_{-N} + L_N \sim \text{Gamma}(N, \nu)$. Hence, part ii. can be written as:

$$a \mathbb{P} \left( L_{-N} + L_N \geq \frac{a}{q} \right) \mathbb{E} \left[ \frac{L_N}{L_{-N}+L_N} \right] = a \bar{\Gamma}_{N,\nu} \left( \frac{a}{q} \right) N^{-1}.$$ 

For part i., we have:

$$q \mathbb{E} \left[ L_N 1_{\{q(L_{-N}+L_N)<a\}} \right] = q \int_0^\infty \int_0^\infty 1_{\{i+l<q/a\}} i \nu e^{-\nu i} \frac{\nu^{N-1}}{(N-2)!} i^{N-2} e^{-\nu i} dldi$$

$$= q \frac{\nu^N}{(N-2)!} \int_0^{a/q} \int_0^{a/q-i} le^{-\nu l} dldi i^{N-2} e^{-\nu i} di$$

$$= q \frac{\nu^N}{(N-2)!} \int_0^{a/q} \left[ \frac{1}{\nu^2} - \frac{1}{\nu} \left( \frac{a}{q} + \frac{1}{\nu} \right) e^{-\nu a/q} + \frac{1}{\nu} e^{-\nu a/q} e^{\nu a/q} + \left( a \frac{1}{q} + \frac{1}{\nu} \right) \int_0^{a/q} i^{N-2} e^{-\nu i} di \right]$$

$$= q \frac{\nu^{N-2}}{(N-2)!} \int_0^{a/q} i^{N-2} e^{-\nu i} di - q \frac{\nu^{N-1}}{(N-2)!} e^{-\nu a/q} \int_0^{a/q} i^{N-2} di - \int_0^{a/q} i^{N-1} di$$

Therefore, since all consumers are identical, the objective function (2) takes the form displayed in (18).

For condition (3), on the other hand, we have:

$$V = V_N = \mathbb{E} \left[ U (w-p-L_N+R_N) \right]$$

$$= \mathbb{E} \left[ U (w-p-(1-q)L_N) 1_{\{q(L_{-N}+L_N)<a\}} \right]$$

$$+ \mathbb{E} \left[ U \left( w-p-L_N + a \frac{L_N}{L_{-N}+L_N} \right) 1_{\{q(L_{-N}+L_N)\geq a\}} \right].$$

For part i., we obtain:

$$\mathbb{E} \left[ U \left( w-p-(1-q)L_N \right) 1_{\{q(L_{-N}+L_N)<a\}} \right]$$

$$= - \int_0^\infty \int_0^\infty 1_{\{i+l<q/a\}} e^{-\alpha(w-p-(1-q)l)} \nu e^{-\nu l} \frac{\nu^{N-1}}{(N-2)!} i^{N-2} e^{-\nu i} dldi$$

$$= -e^{-\alpha(w-p)} \int_0^{a/q} \frac{1}{\nu - \alpha(1-q)} \left[ 1 - e^{-\alpha/(q-1)(1-q)l^{-i}} \right] \frac{\nu^{N-1}}{(N-2)!} i^{N-2} e^{-\nu i} di$$

$$= e^{-\alpha(w-p)} \left[ \frac{1}{\nu - \alpha(1-q)} \Gamma_{N-1,\nu}(a/q) - e^{-\alpha/(q-1)(1-q)l^{-i}} \frac{\nu^{N-1}}{(1-q)^{N-1}-\alpha^{N-1}} \Gamma_{N-1,(1-q)\alpha}(a/q) \right].$$
For part ii., note that:

\[
\mathbb{E}
\begin{bmatrix}
U \left( w - p - \left( (L_N + L_N) - a \right) \frac{L_N}{L_N + L_N} \right) \\
L_{(L_N + L_N) \geq a}
\end{bmatrix}
= \int_0^1 \int_0^\infty e^{-\alpha(w-p-(l-a)y)} \nu \frac{N^N}{(N-1)!} e^{-\nu l} \frac{1}{(N-1)} (1-y)^{N-2} dl dy
\]

\[
= -e^{-\alpha(w-p)} \int_{a/q}^\infty \frac{N^N}{(N-1)!} e^{-\nu l} \frac{1}{(N-1)} \sum_{k=0}^{\infty} (\alpha(l-a))^k (N+k-j-1)! \nu^{-j+k} (N+1+k)! \nu \frac{1}{(N-1+k)!} \nu \frac{1}{(N-1+j)!} \nu \frac{1}{(N-1+k)!} (l-a)^{N+k-j-1} dl
\]

where mgf_{Beta} denotes the moment-generating function of the Beta distribution. Hence:

\[
\mathbb{E}
\begin{bmatrix}
U \left( w - p - ((L_N + L_N) - a) \frac{L_N}{L_N + L_N} \right) \\
L_{(L_N + L_N) \geq a}
\end{bmatrix}
= -e^{-\alpha(w-p)} \sum_{k=0}^{\infty} \sum_{j=0}^{N-1} \frac{(N-1)!}{(N+1+k)! (j! \cdot \frac{\nu}{\nu}) (N+1+k)!} \nu \frac{1}{(N-1+j)!} \nu \frac{1}{(N-1+k)!} \frac{1}{(N-1+j)!} (l-a)^{N+k-j-1} \frac{1}{(N-1+k)!} (l-a)^{N+k-j-1} dl
\]

Note that the constraint will bind at the optimum, so that we can solve for \( p \):

\[
p(a, q) = \frac{1}{\nu} \log \left\{ \frac{\nu}{\nu - \alpha} \right\} - \log \left\{ \nu - (1 - q) \alpha \right\} \nu \frac{1}{(1 - q) \alpha} L_{N-1} \Gamma_{N-1.(1-q) \alpha} \left( \frac{a}{q} \right) - \Gamma_{N-1.\alpha} \left( \frac{a}{q} \right)
\]

\[
+ \sum_{k=0}^{\infty} \left( \frac{\alpha}{\nu} \right)^k \frac{(N-1)!}{(N+1+k)! (j! \cdot \frac{\nu}{\nu}) (N+1+k)!} \nu \frac{1}{(N-1+j)!} \nu \frac{1}{(N-1+k)!} \nu \frac{1}{(N-1+j)!} \nu \frac{1}{(N-1+k)!} \nu \frac{1}{(N-1+k)!} (l-a)^{N+k-j-1} \frac{1}{(N-1+k)!} (l-a)^{N+k-j-1} dl
\]

Hence, by inserting \( p(a, q) \) into the objective function, we can solve for the optimum of a simple bi-variate optimization problem—which can be solved using numerical methods or by (numerically) solving the first-order conditions.

For the counterparty-based allocations, we get in accordance with the main text:

\[
\frac{1}{N} = \mathbb{E} \left[ \sum_{j=1}^{N} U' \left( w - p - L_j + a \frac{L_j}{T} \right) \frac{L_j}{T} \right] = \frac{1}{N} \mathbb{E} \left[ \frac{\partial \hat{\psi}(L)}{\partial \hat{\psi}(L)} \right].
\]

We obtain the following result for the weighting function \( \hat{\psi} \):
Lemma A.3. We have:

\[ \tilde{\psi}(L) = 1_{\{q \geq a\}} \hat{c}_{N,N,a,a,q} \sum_{k=0}^{\infty} \frac{(k + 1) (\alpha(L - a))^k}{(N + k)!}. \]

Proof. Similar to the proof of Lemma A.2, for consumer \( N \) with \( L = \sum_{i=1}^{N} L_i \):

\[
\begin{align*}
\mathbb{E} \left[ \sum_{j=1}^{N} U' \left( w - p - L_j + a \frac{L_j}{L} \right) \frac{L_j}{L} \Big| L \right] &= \sum_{j=1}^{N-1} \mathbb{E} \left[ U' \left( w - p - (L - a) \frac{L_j}{L} \right) \frac{L_j}{L} \Big| L \right] + \mathbb{E} \left[ U' \left( w - p - (L - a) \frac{L_N}{L} \right) \left( \frac{L_N}{L} \right)^2 \Big| L \right].
\end{align*}
\]

Note that \( \frac{L_j}{L}, \frac{L_N}{L} \sim \text{Beta}(1, N - 1) \) and for the joint distribution:

\[ f_{\frac{L_j}{L}, \frac{L_N}{L}}(x, y) = (1 - x - y)^{N-3} (N - 2) (N - 1) 1_{\{x, y \geq 0, x + y \leq 1\}}, j \neq N. \]

Whence, for part \( i. \):

\[
\begin{align*}
\mathbb{E} \left[ U' \left( w - p - (L - a) \frac{L_{N-1}}{L} \right) \frac{L_{N-1}}{L} \frac{L_N}{L} \Big| L \right] &= \alpha e^{-\alpha(w-p)} \int_0^1 \int_0^{1-x} e^{\alpha(L-a) x} x y (N - 1) (N - 2) (1 - x - y)^{N-3} dy dx
\end{align*}
\]

\[
= \alpha e^{-\alpha(w-p)} \int_0^1 e^{\alpha(L-a) x} x \int_0^{1-x} y (N - 1) (N - 2) (1 - x - y)^{N-3} dy dx
\]

\[
= \alpha e^{-\alpha(w-p)} \beta(2, N) \int_0^1 e^{\alpha(L-a) x} \frac{1}{\beta(2, N)} x (1 - x)^{N-1} dx
\]

\[
= \alpha e^{-\alpha(w-p)} \frac{1}{N(N + 1)} (N + 1)! \sum_{k=0}^{\infty} \frac{(k + 1) (\alpha(L - a))^k}{(N + k + 1)!},
\]

whereas for part \( ii. \):

\[
\begin{align*}
\mathbb{E} \left[ U' \left( w - p - (L - a) \frac{L_N}{L} \right) \left( \frac{L_N}{L} \right)^2 \Big| L \right] &= \alpha e^{-\alpha(w-p)} \mathbb{E} \left[ \exp \left\{ \alpha(L - a) \frac{L_N}{L} \right\} \left( \frac{L_N}{L} \right)^2 \Big| L \right]
\end{align*}
\]

\[
= \alpha e^{-\alpha(w-p)} (N - 1)! \sum_{k=0}^{\infty} \frac{(k + 1) (k + 2) (\alpha(L - a))^k}{(N + k + 1)!},
\]
so that:

\[
\mathbb{E} \left[ \sum_{j=1}^{N} U^t \left( w - p - L_j + a \frac{L_j}{L} \right) \frac{L_j}{L} \sum_{k=0}^{\infty} \left( \frac{N-1}{N+k+1} (k+1) \frac{\alpha(L-a)}{(N+k+1)} \right)^k \right]
\]

\[= \alpha e^{-\alpha(w-p)} (N-1)! \sum_{k=0}^{\infty} \frac{(k+1) (\alpha(L-a))^{k+1}}{(N+k+1)!} \]

For the denominator:

\[
\mathbb{E} \left[ \sum_{j=1}^{N} U^t \left( w - p - L_j + a \frac{L_j}{L} \right) \frac{L_j}{L} \sum_{k=0}^{\infty} \left( \frac{\nu^{N+k}}{N+k} (l-a)^{k+1} e^{-\nu t} \right) \right]
\]

\[= \alpha e^{-\alpha(w-p)} (N-1)! \sum_{k=0}^{\infty} \frac{(k+1) (\alpha(L-a))^{k+1}}{(N+k+1)!} \]

Hence:

\[q \tilde{\phi}_i = \frac{1}{N} \mathbb{E} \left[ \sum_{k=0}^{\infty} \frac{(k+1) (\alpha(L-a))^{k+1}}{(N+k+1)!} \right] \]

For implementation purposes, the numerator can be expressed as:

\[
\sum_{k=0}^{\infty} \frac{(k+1) t^k}{(N+k)!} \bigg|_{t=\alpha(L-a)} = \frac{\partial}{\partial t} \left[ \sum_{k=0}^{\infty} \frac{t^{k+1}}{(N+k)!} \right]_{t=\alpha(L-a)} = \frac{\partial}{\partial t} \left[ t^{-(N-1)} \sum_{k=0}^{\infty} \frac{t^k}{k!} \right]_{t=\alpha(L-a)}
\]

= \frac{\partial}{\partial t} \left[ t^{-(N-1)} \left( e^t - \sum_{k=0}^{\infty} \frac{t^k}{k!} \right) \right]_{t=\alpha(L-a)}
\]
\[ -(N-1)t^{-N} \left( e^t - \sum_{k=0}^{N-1} \frac{t^k}{k!} \right) + t^{-(N-1)} \left( e^t - \sum_{k=0}^{N-1} \frac{k t^{k-1}}{k!} \right) \bigg|_{t=\alpha(L-a)} \]

\[ = \left( e^t - \sum_{k=0}^{N-2} \frac{t^k}{k!} \right) \times \left( t^{-N+1} - t^{-N} (N-1) \right) + \frac{(N-1)}{(N-1)!} t^{-1} \bigg|_{t=\alpha(L-a)}. \]

We obtain for the risk measure supporting the counterparty-based allocations when evaluated at the aggregate loss:

\[ \tilde{\rho}(L) = \tilde{\rho}(qL) = \exp \left\{ \mathbb{E} \left[ \tilde{\psi}(L) \log \{qL\} \right] \right\}, \]

and:

**Lemma A.4.**

\[ \tilde{\rho}(L) = q \exp \left\{ \mathbb{E} \left[ \tilde{\psi}(L) \log \{L\} \right] \right\} = q \exp \left\{ \mathbb{E} \left[ 1_{(qL \geq a)} \hat{c}_{N,\nu,a,a,q} \sum_{k=0}^{\infty} \frac{(k+1) ((\alpha(L-a))^k)}{(N+k)!} \log \{L\} \right] \right\} \]

\[ = q \exp \left\{ \tilde{c} \int_{a/q}^{\infty} \sum_{k=0}^{\infty} \frac{\alpha^k}{(N+k)!} (k+1) \sum_{j=0}^{k} \binom{k}{j} y^j (-a)^{k-j} \log \{y\} \frac{\nu^N}{(N-1)!} y^{N-1} e^{-\nu y} dy \right\} \]

\[ = q \exp \left\{ \frac{\hat{c} \nu^N}{(N-1)!} \sum_{k=0}^{\infty} \frac{(k+1) (a)^{k}}{(N+k)!} \sum_{j=0}^{k} \binom{k}{j} (-a)^{k-j} \int_{a/q}^{\infty} \log \{y\} y^{N+j-1} e^{-\nu y} dy \right\}. \]

Substituting \( \nu y = u \):

\[ \tilde{\rho}(L) = q \exp \left\{ \frac{\hat{c}}{(N-1)!} \sum_{k=0}^{\infty} \frac{\alpha^k}{(N+k)!} (k+1) \sum_{j=0}^{k} \binom{k}{j} (-a)^{k-j} \left( \frac{1}{\nu} \right)^j \log \{\nu\} \int_{\nu^{N+j-1} e^{-u}}^{\infty} u^{N+j-1} e^{-u} du \right\} \]

\[ + \int_{\nu^{N+j-1} e^{-u}}^{\infty} \log \{u\} u^{N+j-1} e^{-u} du \}, \]

where \( \Gamma(s, x) \) is the upper incomplete gamma function. Since:

\[ \frac{\partial \Gamma(s, x)}{\partial s} = \log \{x\} \Gamma(s, x) + x \ G_{2,3}^{3,0} \left[ \begin{array}{c} 0, 0, \ldots, 0 \\ s-1, -1, \ldots, -1 \end{array} | x \right], \]

we obtain the result.
We have the following special cases:

**Corollary A.1.** 1. For risk neutrality $\alpha = 0$, we obtain:

$$
\tilde{\rho}(I) = \exp \left\{ \log\{a\} e^{-\frac{a\nu}{q}} \sum_{k=0}^{N-1} \frac{(a\nu/q)^k}{k!} + \frac{1}{(N-1)!} \frac{a\nu}{q} \frac{G_{3,0}^{1,3}}{N-1, -1, \ldots, -1} \frac{a\nu}{q} \right\}.
$$

2. For the asset level $a = 0$, we obtain:

$$
\tilde{\rho}(I) = \frac{q}{\nu} \exp \left\{ \sum_{k=0}^{\infty} \frac{k+1}{N+k} \frac{(a\nu/q)^k}{(a\nu/q)^k} \frac{\Psi(N+k)}{\sum_{k=0}^{\infty} (a\nu/q)^k} \right\},
$$

where $\Psi(\cdot)$ is the digamma function.

3. For asset level $a = 0$ and risk neutrality $\alpha = 0$, we obtain:

$$
\tilde{\rho}(I) = \frac{q}{\nu} \exp \{\Psi(N)\}.
$$

For comparison, conventional risk measures can be evaluated as:

$$
\text{VaR}_\varepsilon = q N^{\nu(1-\varepsilon)},
$$

$$
\text{ES}_\varepsilon = q N \left[ 1 - \Gamma_{N+1, \nu} \left( \frac{1}{\nu} \left( \Gamma^{-1}_{N, \nu}(1-\varepsilon) \right) \right) \right],
$$

and $\log \{ \mathbb{E}[\exp\{I\}] \} = N \log \left\{ \frac{\nu}{\nu-q} \right\}$.

**A.3 Technical Appendix to Section 3.2: Heterogeneous Pareto Losses**

As introduced in Section 3.2, we assume a quadratic utility function:

$$
U_i(x) = -x^2 + 2 b_i x, b_i \geq 0,
$$

and we normalize the wealth $w_i$ to zero—since adjusting $w_i$ is equivalent to adjusting $b_i$. Hence:

$$
\mathbb{E}[U_i] = \mathbb{E} \left[ U_i \left( -p_i - L_i \left( 1 - q_i \right) 1_{(q_1 L_1 + q_2 L_2 \leq a)} - L_i \left( 1 - \frac{q_i a}{q_1 L_1 + q_2 L_2} \right) 1_{(q_1 L_1 + q_2 L_2 > a)} \right) \right]
$$

$$
= p_i^2 + 2 A_i p_i - B_i,
$$

where:

$$
A_i = b_i + (1 - q_i) \mathbb{E} \left[ L_i 1_{(q_1 L_1 + q_2 L_2 \leq a)} \right] + \mathbb{E} \left[ L_i 1_{(q_1 L_1 + q_2 L_2 > a)} \right] - q_i a \mathbb{E} \left[ \frac{L_i}{q_1 L_1 + q_2 L_2} 1_{(q_1 L_1 + q_2 L_2 > a)} \right],
$$

and $B_i$ is given by:

$$
B_i = \mathbb{E} \left[ L_i 1_{(q_1 L_1 + q_2 L_2 > a)} \right] - q_i a \mathbb{E} \left[ L_i 1_{(q_1 L_1 + q_2 L_2 > a)} \right].
$$
and we can represent the optimization problem as:

\[ B_i = + \frac{2 \sigma_i^2}{(\alpha_i - 2)(\alpha_i - 1)} + \frac{2 b_i \sigma_i}{(\alpha_i - 1)} - (1 - q_i)^2 \mathbb{E} \left[ L_i^2 \mathbb{1}_{\{q_i L_1 + q_2 L_2 \leq a\}} \right] \]

\[ + 2q_i a \mathbb{E} \left[ \frac{L_i}{q_1 L_1 + q_2 L_2} \mathbb{1}_{\{q_i L_1 + q_2 L_2 > a\}} \right] - q_i^2 a^2 \mathbb{E} \left[ \frac{L_i^2}{(q_1 L_1 + q_2 L_2)^2} \mathbb{1}_{\{q_i L_1 + q_2 L_2 > a\}} \right] - 2b_i \mathbb{E} \left[ L_i \mathbb{1}_{\{q_i L_1 + q_2 L_2 > a\}} \right] \]

\[ + 2b_i q_i a \mathbb{E} \left[ \frac{L_i}{q_1 L_1 + q_2 L_2} \mathbb{1}_{\{q_i L_1 + q_2 L_2 > a\}} \right]. \]

Thus, since the constraint (3) binds at the optimum:

\[ p_i = p_i(q_1, q_2, a) = \sqrt{B_i + A_i^2} - A_i, \]

and we can represent the optimization problem as:

\[
\max_{q_1, q_2, a} \left\{ p_1(q_1, q_2, a) + p_2(q_1, q_2, a) - q_1 \mathbb{E} \left[ L_1 \mathbb{1}_{\{q_i L_1 + q_2 L_2 \leq a\}} \right] - q_2 \mathbb{E} \left[ L_2 \mathbb{1}_{\{q_i L_1 + q_2 L_2 \leq a\}} \right] - a \left[ \mathbb{P}(q_i L_1 + q_2 L_2 > a) + \tau \right] \right\},
\]

which can be solved using numerical methods or by (numerically) solving the first order conditions. The integrals corresponding to the expected values must be solved numerically, although in most cases the (improper) double integrals can be reduced to definite one-dimensional integrals via standard integration by parts and substitution techniques.

For the allocations, we obtain:

\[
\tilde{\phi}_i = \frac{1}{D} \mathbb{E} \left[ \mathbb{1}_{\{q_i L_1 + q_2 L_2 > a\}} \frac{L_i}{q_1 L_1 + q_2 L_2} \left\{ \frac{q_1 L_1}{q_1 L_1 + q_2 L_2} \frac{2(p_1 + L_1 (1 - \frac{q_i a}{q_1 L_1 + q_2 L_2})) + b_1}{v'_1} \right. \right.
\]

\[ + \frac{q_2 L_2}{q_1 L_1 + q_2 L_2} \frac{2(p_2 + L_2 (1 - \frac{q_2 a}{q_1 L_1 + q_2 L_2})) + b_2}{v'_2} \left. \right\} \]

\[ = \frac{1}{D} \sum_{i=1}^2 \frac{2(p_i + b_i) q_i \mathbb{E} \left[ \frac{L_i^2}{(q_1 L_1 + q_2 L_2)^2} \mathbb{1}_{\{q_i L_1 + q_2 L_2 > a\}} \right]}{v'_i} \]

\[ + \frac{2q_i a}{(q_1 L_1 + q_2 L_2)^3} \mathbb{E} \left[ \frac{L_i^3}{(q_1 L_1 + q_2 L_2)^3} \mathbb{1}_{\{q_i L_1 + q_2 L_2 > a\}} \right], \]

where:

\[
v'_i = 2b_i + \mathbb{E} \left[ U'_i \left( -p_i - L_i (1 - q_i) \mathbb{1}_{\{q_i L_1 + q_2 L_2 \leq a\}} - L_i \left( 1 - \frac{q_i a}{q_1 L_1 + q_2 L_2} \right) \mathbb{1}_{\{q_i L_1 + q_2 L_2 > a\}} \right) \right]
\]

\[ = 2p_i + 2(1 - q_i) \mathbb{E} \left[ L_1 \mathbb{1}_{\{q_i L_1 + q_2 L_2 \leq a\}} \right] + 2 \mathbb{E} \left[ L_1 \mathbb{1}_{\{q_i L_1 + q_2 L_2 > a\}} \right] - 2q_i a \mathbb{E} \left[ \frac{L_i}{q_1 L_1 + q_2 L_2} \mathbb{1}_{\{q_i L_1 + q_2 L_2 > a\}} \right], \]

and the denominator:

\[ D = \mathbb{E} \left[ \mathbb{1}_{\{q_i L_1 + q_2 L_2 > a\}} \sum_{i=1}^2 \frac{q_i L_i}{q_1 L_1 + q_2 L_2} \frac{2(p_i + L_i (1 - \frac{q_i a}{q_1 L_1 + q_2 L_2})) + b_i}{v'_i} \right], \]
subject to

\[ \sum_{i=1}^{2} \frac{2(p_i + b_i) q_i \mathbb{E}}{v_i'} \left[ \frac{L_i}{(q_1 L_1 + q_2 L_2)^2} \right] 1_{\{q_1 L_1 + q_2 L_2 > a\}} \] \[ + \frac{2q_i \mathbb{E}}{v_i'} \left[ \frac{L_i}{(q_1 L_1 + q_2 L_2)^2} \right] 1_{\{q_1 L_1 + q_2 L_2 > a\}} \] \[ - 2 \frac{q_i^2 q_i \mathbb{E}}{v_i'} \left[ \frac{L_i^2}{(q_1 L_1 + q_2 L_2)^3} \right] 1_{\{q_1 L_1 + q_2 L_2 > a\}}. \]

For risk measures of one risk, we obtain:

\[ \text{VaR}_\alpha(L_i) = \sigma_i \left( \left( \frac{1}{\varepsilon} \right)^{1/\alpha_i} - 1 \right), \]
\[ \text{ES}_\alpha(L_i) = \frac{1}{\varepsilon} \left[ \frac{\text{VaR}_\alpha(L_i)}{\sigma_i} \right]^{1/\alpha_i} + \frac{\sigma_i}{\alpha_i - 1} \left( \frac{\text{VaR}_\alpha(L_i)}{\sigma_i} \right)^{\alpha_i - 1}. \]

For the new risk measure as well as for bivariate risk measures and corresponding allocations, it is necessary to evaluate integrals numerically although simplifications again are possible.

**B Extensions of the Model**

**B.1 Allocation for a Risk-Averse Company**

Consider the same setup as in Section 2, but now assume the company is risk-averse and maximizes the expected utility of its payoff based on an increasing, concave utility function \( V(\cdot) \). Thus, the firm’s optimization problem takes the form:

\[ \max_{a, \{q_i\}, \{p_i\}} \mathbb{E} \left[ V \left( \sum_{i=1}^{N} p_i - \sum_{i=1}^{N} R_i - \tau a \right) \right] \]

subject to \( v_i \geq \gamma_i \) \( \forall i \). Then, the utility function \( V \) enters the first order conditions in the following way:

\[ \alpha \quad -\mathbb{E} \left[ V' (1_{\{I > a\}} + \tau) + \sum_k \lambda_k \frac{\partial v_k}{\partial a} \right] = 0, \]
\[ \beta \quad -\mathbb{E} \left[ V' \frac{\partial I_i}{\partial q_i} 1_{\{I \leq a\}} + \sum_k \lambda_k \frac{\partial v_k}{\partial q_i} \right] = 0, \]
\[ \gamma \quad \mathbb{E}[V'] - \lambda_i v_i' = 0. \]

Hence, again using \([p_i]\) in \([q_i]\), the marginal cost condition (4) gives:

\[ \frac{\partial p_i^*}{\partial q_i} = \frac{\lambda_i}{\mathbb{E}[V']} \frac{\partial v_i}{\partial q_i} = \frac{1}{\mathbb{E}[V']} \left[ -\sum_{k \neq i} \frac{\mathbb{E}[V']}{v_i'} \frac{\partial v_k}{\partial q_i} + \frac{\mathbb{E}[V']}{v_i'} \frac{\partial I_i}{\partial q_i} 1_{\{I \leq a\}} \right] \]
\[ = \mathbb{E} \left[ \frac{V'}{\mathbb{E}[V']} \frac{\partial I_i}{\partial q_i} 1_{\{I \leq a\}} \right] - \mathbb{E} \left[ \frac{1_{\{I > a\}}}{v_i'} \frac{a I_i}{I} \frac{\partial I_i}{\partial q_i} \right] \]
\[ + \mathbb{E} \left[ \frac{1_{\{I > a\}}}{v_i'} \frac{\partial I_i}{\partial q_i} \sum_k \frac{U_k'}{v_k'} \frac{I_k}{I} \right] \]
\[ \mathbb{E} \left[ \frac{1_{\{I > a\}}}{v_i'} \frac{\partial I_i}{\partial q_i} \sum_k \frac{U_k'}{v_k'} \frac{I_k}{I} \right] = \phi_i. \]
Therefore, we obtain exactly the same allocation fraction \( q_i \), \( \tilde{q}_i \) as in the basic setup from Section 2. However, the company’s marginal utilities now enter the valuation of indemnities in solvent states (I) as well as the capital costs in (II). In fact, defining the firm’s valuation measure \( \hat{P} \) that accounts for the company’s preferences for risk-taking via the Radon-Nikodym derivative \( \frac{d\hat{P}}{dP} = \frac{V'}{E[V']} \), we can interpret (II) as the default probability under \( \hat{P} \) and (I) as the expected value under \( \hat{P} \) of indemnities in solvent states—since it is solvent states where the company in our model faces risk (the payoff in default states will always be \( a \)).

### B.2 Allocation in a Securities Market Equilibrium

To keep the setup simple, we limit our considerations to a one-period market with a finite number of securities \( (M) \), each security with potentially distinct payoffs in \( X \) states, and assume that the risk-free rate is zero. More specifically, let \( \Omega^{(S)} = \{ \omega^{(S)}_1, \ldots, \omega^{(S)}_X \} \) be the set of these states with associated sigma-algebra \( \mathcal{F}^{(S)} \) given by its power set, and let \( p_j^{(S)} = \mathbb{P} \left( \{ \omega_j^{(S)} \} \right) \) denote the associated (physical) probabilities. Let then \( D \) be the \( M \times X \) matrix with \( D_{ij} \) describing the payoff of the \( i \)th security in state \( \omega_j^{(S)} \), where we assume:

\[
\text{span}(D) = \mathbb{R}^X.
\]

This condition allows us to define unique state prices, consistent with the absence of arbitrage within the securities market, denoted by \( \pi_j \), \( j = 1, \ldots, X \) (Duffie, 2010, e.g.). Thus, any arbitrary menu of securities-market-sub-state-contingent consumption can be purchased at time zero. However, it would be misleading to characterize markets as complete, since \( \Omega^{(S)} \) does not provide a full description of the “states of the world.” We also have loss random variables \( L_i \), \( 1 \leq i \leq N \), that exist on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\).

Thus, we characterize the full probability space as \((\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mathbb{P}})\), with:

\[
\bar{\Omega} = \Omega^{(S)} \times \Omega = \left\{ \bar{\omega} = (\omega^{(S)}, \omega) \mid \omega^{(S)} \in \Omega^{(S)}, \omega \in \Omega \right\},
\]

\[
\bar{\mathcal{F}} = \mathcal{F}^{(S)} \cup \mathcal{F}, \text{ and}
\]

\[
\bar{\mathbb{P}} \left( \bar{A} \right) = \sum_{j \in \Upsilon_A} p_j^{(S)} \times \mathbb{P} \left( A_j \left\{ \omega_j^{(S)} \right\} \right)
\]

for \( \bar{A} = \bigcup_{j \in \Upsilon_A} \left\{ \omega_j^{(S)} \right\} \times A_j \in \bar{F} \) with \( A_j \in \mathcal{F}, j \in \Upsilon_A \subseteq \{1, 2, \ldots, X\} \).

Our problem now, however, is that the market is no longer complete so that we need a notion of what insurance liabilities are “worth” to the insurer when they cannot be hedged completely. We make the assumption that the insurance market is “small” relative to the securities market and, for purposes of valuing insurance liabilities, employ the so-called minimal martingale measure:\(^{20}\)

\[
\bar{\mathbb{Q}} \left( \bar{A} \right) = \sum_{j \in \Upsilon_A} \pi_j \times \mathbb{P} \left( A_j \left\{ \omega_j^{(S)} \right\} \right), \quad \bar{A} \subseteq \bar{\Omega},
\]

\(^{20}\)As indicated by Björk and Slinko (2006), the minimal martingale measure “provides us with a canonical benchmark for pricing” in incomplete markets by valuating risk that is not spanned by traded securities in a risk-neutral way. It emerges as the optimal martingale measure given various criteria proposed in the mathematical finance literature if the market for insurance risk is “small” relative to financial markets (Bauer, Phillips, and Zanjani, 2013), and it also appears in other settings throughout the finance literature. For instance, the minimal martingale measure coincides with the “hedge-neutral measure” in Basak and Chabakauri (2006), and it arises as the limit of Cochrane and Saá-Requejo (2000) price bounds for Itô price processes as shown by Černý (2003).
i.e. $Q$ is defined by the Radon-Nikodym derivative $\frac{\partial Q}{\partial P}(\omega^{(S)}_j, \omega) = \frac{\pi_j}{p_j^S}$.

Consumer utility now depends on the individual’s chosen security market allocation:

$$v_i = \mathbb{E}^P [U_i (W_i - p_i - L_i + R_i)] \quad \text{with} \quad v'_i = \mathbb{E}^P [U'_i (W_i - p_i - L_i + R_i)],$$

where $W_i$ is $\mathcal{F}^{(S)}$-measurable with $w_{ij} = W_i(\omega^{(S)}_j)$ and $\sum_j \pi_j w_{ij} = w_i$, whereas $L_i$ is $\mathcal{F}$-measurable. Similarly, the recovery $R_i$ now depends both on insurance loss activity as well as on portfolio decisions made within the insurance company. To elaborate on this, the budget constraint of the insurance company may be expressed as:

$$a = \sum_j \pi_j K_j a \Rightarrow 1 = \sum_j \pi_j K_j,$$

where $K_j a$ reflects consumption purchased in the securities market state $\omega^{(S)}_j$ or—more precisely—in the states of the world $\bar{\Omega}_j = \{ \bar{\omega} = (\omega^{(S)}_i, \omega) \mid \omega^{(S)} = \omega^{(S)}_j \}$.

We write $K$ to denote the corresponding $\mathcal{F}^{(S)}$-measurable random variable. Consumer $i$’s recovery can then be expressed as:

$$R_i = \min \left\{ I_i, \frac{K a}{a} I_i \right\},$$

and the fair valuation of claims is thus:

$$e_i = \mathbb{E}^Q [R_i] = \mathbb{E}^Q [R_i 1_{\{I \leq K a\}}] + \mathbb{E}^Q [R_i 1_{\{I > K a\}}].$$

As before, we can now derive the capital allocation according to the company’s marginal cost by working through its optimization problem. More precisely, in this setting, the firm’s problem becomes:

$$\max_{a, \{q_i\}, \{p_i\}, \{K_j\}, \{w_{ij}\}} \sum p_i - \sum e_i - \tau a,$$

subject to $v_i \geq \gamma_i, \sum_j \pi_j K_j = 1$, and $\sum_j \pi_j w_{ij} = w_i$.

In addition to a new set of optimality conditions connected with $\{K_j\}$ and $\{w_{ij}\}$, we have the same set of first order conditions:

$$\begin{align*}
[a] & \begin{bmatrix} - & - \sum_k \frac{\partial e_k}{\partial a} - \tau + \sum_k \lambda_k \frac{\partial v_k}{\partial a} = 0, \\
\end{bmatrix} \\
[q_i] & \begin{bmatrix} - & - \sum_k \frac{\partial e_k}{\partial q_i} + \sum_k \lambda_k \frac{\partial v_k}{\partial q_i} = 0, \\
\end{bmatrix} \\
[p_i] & \begin{bmatrix} 1 - \lambda_i \frac{\partial v_i}{\partial w} = 0. \\
\end{bmatrix}
\end{align*}$$

The first order condition for $\{w_{ij}\}$ is:

$$\begin{align*}
[w_{ij}] \lambda_i \frac{\partial v_i}{\partial w_{ij}} - \eta_i \pi_j = 0 \iff \lambda_i p_j^{(S)} \mathbb{E}^P \left[ U'_i (W_i - p_i - L_i + R_i) \mid \omega^{(S)}_j \right] - \eta_i \pi_j = 0,
\end{align*}$$

where $\{\eta_i\}$ are the Lagrange multipliers for the individual wealth constraints. Since:

$$0 = \sum_j \left( \lambda_i p_j^{(S)} \mathbb{E}^P \left[ U'_i (W_i - p_i - L_i + R_i) \mid \omega^{(S)}_j \right] - \eta_i \pi_j \right) = \lambda_i \frac{\partial v_i}{\partial w} - \eta_i,$$
with \([p_i]\) we obtain \(\eta_i \equiv 1\). Thus, we also have:

\[
\frac{\pi_j}{p_j^{(s)}} = \mathbb{E}^P \left[ U'_i(W_i - p_i - L_i + R_i) | \omega_j^{(S)} \right] \cdot \frac{\partial q_i}{\partial q_i}.
\]

As before, we seek a pricing function satisfying:

\[
\frac{\partial p^*_i}{\partial q_i} v'_i = \frac{\partial v_i}{\partial q_i}.
\]

Using \([q_i]\) and \([p_i]\), we obtain:

\[
\frac{\partial p^*_i}{\partial q_i} = \sum_k \frac{\partial e_k}{\partial q_i} - \sum_{k \neq i} \frac{\partial e_k}{\partial q_i} v_k.
\]

\[
= \mathbb{E}^Q \left[ 1_{(I \leq K_a)} \frac{\partial I_i}{\partial q_i} \right] - \mathbb{E}^P \left[ \frac{1_{(I > K_a)} U'_i(K_a I_k \omega_j^{(S)} \partial I_k)}{v'_i} \right] + \mathbb{E}^P \left[ 1_{(I > K_a)} \sum_k \frac{U'_i(K_a I_k \omega_j^{(S)} \partial I_k)}{v'_i} \right] \frac{\partial I_i}{\partial q_i}.
\]

\[
= \mathbb{E}^Q \left[ 1_{(I \leq K_a)} \frac{\partial I_i}{\partial q_i} \right] - \mathbb{E}^P \left[ \frac{1_{(I > K_a)} U'_i(K_a I_k \omega_j^{(S)} \partial I_k)}{v'_i} \right] + \mathbb{E}^P \left[ 1_{(I > K_a)} \sum_k \frac{U'_i(K_a I_k \omega_j^{(S)} \partial I_k)}{v'_i} \right] \frac{\partial I_i}{\partial q_i}.
\]

\[
\Rightarrow \phi_i = \frac{\mathbb{E}^P \left[ \frac{1_{(I > K_a)} \sum_k \frac{U'_i(K_a I_k \omega_j^{(S)} \partial I_k)}{v'_i}}{\mathbb{E}^P \left[ U'_i(K_a \omega_j^{(S)} \partial I_k) \right]} \right]}{\mathbb{E}^Q \left[ 1_{(I > K_a)} \sum_k \frac{U'_i(K_a I_k \omega_j^{(S)} \partial I_k)}{v'_i} \right] \frac{\partial I_i}{\partial q_i}}.
\]

This is exactly Equation (8) in the main text, where we write \(A = K_a\) for the state-dependent assets and \(\mathbb{E}[U'_i | S] = \mathbb{E}[U'_i | \omega_j^{(S)}]\) for the marginal utilities given the security prices \(\omega_j^{(S)} = D_j\).

As pointed out there, we obtain an allocation result similar to that of the previous section. The cost of capital:

\[
\mathbb{E}^Q \left[ K_a 1_{(I > K_a)} + \tau a \right],
\]

which now reflects state prices and the company’s asset allocation, can be decomposed according to the marginal cost for each of the individual exposures as:

\[
\mathbb{E}^Q \left[ K_a 1_{(I > K_a)} + \tau a \right] = \sum_i \phi_i q_i \mathbb{E}^Q \left[ K_a 1_{(I > K_a)} + \tau a \right].
\]

The key difference is that the marginal pricing rule now only applies in every branch of the securities market where the incompleteness becomes material. In particular, after adjusting for state prices by conditioning on each branch, capital allocation weights are still determined by consumer marginal utility.

In the limiting case of a complete market (i.e. the case when \(L_i\) and \(R_i\) are \(\mathcal{F}^{(S)}\)-measurable so that we can write \(l_{ij} = L_i(\omega_j^{(S)})\) and \(r_{ij} = R_i(\omega_j^{(S)})\), \(l_{ij}, r_{ij} \in \mathbb{R}\)), clearly \(U'_i(w_{ij} - p_i - l_{ij} + r_{ij})\) is \(\mathcal{F}^{(S)}\)-measurable, so that we obtain:

\[
\phi_i = \frac{\mathbb{E}^Q \left[ U'_i(K_a \omega_j^{(S)} \partial I_k) \right]}{\mathbb{E}^Q \left[ 1_{(I > K_a)} \sum_k \frac{U'_i(K_a I_k \omega_j^{(S)} \partial I_k)}{v'_i} \right] \frac{\partial I_i}{\partial q_i}}.
\]
and thus:

\[ q_i \tilde{\hat{\Theta}}_t \mathbb{E}^Q \left[ K a 1_{\{ t > K a \}} \right] = \mathbb{E}^Q \left[ \frac{K a}{t} I_i 1_{\{ t > K a \}} \right] \]

is the fair (risk-neutral) price of the recovery. This result—where capital is allocated to consumers in proportion to their share of the total market value of recoveries—is the same allocation result as in Ibragimov, Jaffee, and Walden (2010).

### B.3 Multiple Periods and Regulatory Constraint

To account for multiple periods, let now \( L_t^i \) denote the loss incurred by consumer \( i \), \( i \in \{1, 2, \ldots, N\} \), in period \( t \), \( t \in \{1, 2, \ldots\} \). Here we assume that \( L_t^i \), \( t > 0 \)—for fixed \( i \)—are independent and identically distributed, and we define the relevant filtration \( \mathcal{F} = (\mathcal{F}_t)_{t \geq 0} \) via \( \mathcal{F}_t = \sigma(L_t^i, i \in \{1, 2, \ldots, N\}, s \leq t) \). The firm determines the optimal level of assets, \( a_t \), at the beginning of each period (i.e. \( (a_t) \) is \( \mathcal{F} \)-predictable) for a period cost of \( \tau a_t \). Similarly to before, the company chooses \( \mathcal{F} \)-predictable amounts \( q_i^t \) in \( I_t^i = I(L_t^i, q_i^t) = q_i^t L_t^i \) and prices \( p_i^t \) at the beginning of the period, and we denote the total claims by \( I_t^i = \sum_{j=1}^N I_j^i \).

Now the company defaults if \( I_t^i > a_t \), so that the recovery paid to each consumer is \( R_t^i = \min\{I_t^i, \frac{a_t}{H} I_t^i\} \) and the company shuts down in case of default, i.e. shareholders do not have access to future profit flows.\(^{21}\)

The consumer’s utility in period \( t \) is given by:

\[ v_t^i(a_t, w_t^i - p_t^i, q_1^i, \ldots, q_N^i) = \mathbb{E}_{t-1} \left[ U_i(w_t^i - p_t^i - L_t^i + R_t^i) \right], \]

where for simplicity we assume that wealth is homogeneous across periods, i.e. \( w_t^i \equiv w_i \).\(^{22}\) Note that the consumer purchases one-period contracts at each point in time \( t \). Hence, the participation constraint must be satisfied period-by-period, and we obtain for the company’s profit maximization problem:

\[ \max_{\{a_t\}, \{q_t^i\}, \{p_t^i\}} V_0 = \mathbb{E} \left[ \sum_{t=1}^{\infty} \mathbb{E}_{t-1} \left[ 1_{\{I_t^1 \leq a_1, \ldots, I_t^N \leq a_t\}} \times \left( \sum_i p_t^i - \sum_i \mathbb{E}_{t-1} [R_t^i] - \tau a_t \right) \right] \right] \]

with constraints:

\[ v_t^i(a_t, w_t^i - p_t^i, q_1^i, \ldots, q_N^i) \geq \gamma_i \ \forall i, \ \forall t, \quad (22) \]

\[ s(q_1^i, \ldots, q_N^i) \leq a_t \ \forall t, \quad (23) \]

and where \( \{a_t\}, \{q_t^i\}, \) and \( \{p_t^i\} \) are predictable.

In addition to the participation constraints (22), we consider a (period) solvency constraint imposed by the regulator (23). Here, \( s \) is assumed to be an externally supplied risk measure with a set threshold dictating the requisite capitalization in each period for the firm as a function of the risk it has taken, where we assume the risk measure to be differentiable and positive homogeneous.

Under the assumptions above, it is clear that there exists an optimal stationary policy \( (a, \{q_t\}, \{p_t\}) \) that solves the Bellman equation:

\[ V = \max_{a, \{q_t\}, \{p_t\}} \sum_i p_t - \sum_i \mathbb{E}_{t-1} [R_t^i] - \tau a + \mathbb{P}[I_t \leq a] \times V \quad (24) \]

---

\(^{21}\) Alternatively, it is possible to allow the distressed company to raise additional funds in the case of default at a higher (or even increasing) cost akin to Froot, Scharfstein, and Stein (1993) and Froot and Stein (1998). Here, we limit our considerations to this simple case and leave the further exploration of alternative settings for future research.

\(^{22}\) Typically consumers will form utilities over consumption in multiple periods. In particular, future (random) losses will also be material. Thus, here \( U \) should rather be interpreted as a value function (of end-of-period wealth) than as a utility function (of end-of-period consumption).
under conditions (22) and (23). Hence, we have a similar program as in the basic setup from Section 2, where the primary difference is the last term in (24) involving the value of the company.

The first order conditions of program (24) are:

\[
\begin{align*}
[a] & \quad - \sum_k \frac{\partial e_k}{\partial a} - \tau + V f_t(a) + \sum_k \lambda_k \frac{\partial v_k}{\partial a} + \xi = 0, \\
[q_i] & \quad - \sum_k \frac{\partial e_k}{\partial q_i} - \mathbb{E} \left[ \frac{\partial I_i(L_i, q_i)}{\partial q_i} \frac{1_{\{I=a\}}}{dt} \right] + \sum_k \lambda_k \frac{\partial v_k}{\partial q_i} - \xi \frac{\partial s}{\partial q_i} = 0, \\
[p_i] & \quad 1 - \lambda_i \frac{\partial v_i}{\partial w} = 0,
\end{align*}
\]

where \(\lambda_k\) and \(\xi\) denote the Lagrange multipliers for the first set of conditions and the second condition, respectively, and \(f_t\) denotes the probability density function of \(I\).

The period marginal pricing condition (4) still reads:

\[
\frac{\partial p^*_i}{\partial q_i} \frac{\partial v_i}{\partial w} = \frac{\partial v_i}{\partial q_i},
\]

so that with \([q_i]\) and \([p_i]\) as before:

\[
\frac{\partial p^*_i}{\partial q_i} = \frac{1}{\frac{\partial w}{\partial q_i}} \left[ \frac{\partial v_i}{\partial q_i} \sum_k \frac{\partial e_k}{\partial q_i} + \xi \frac{\partial s}{\partial q_i} + V \mathbb{E} \left[ \frac{\partial I_i(L_i, q_i)}{\partial q_i} \frac{1_{\{I=a\}}}{dt} \right] - \sum_k \frac{\partial v_k}{\partial q_i} \right] = \mathbb{E} \left[ 1_{\{I \leq a\}} \frac{\partial I_i}{\partial q_i} - \mathbb{E} \left[ 1_{\{I > a\}} \frac{U_i'}{v_i'} I \frac{\partial I_i}{\partial q_i} \right] + \mathbb{E} \left[ 1_{\{I > a\}} \frac{\partial I_i}{\partial q_i} \right] \sum_k \frac{U_k'}{v_k'} \frac{I}{I} \right].
\]

Since:

\[
\sum_k \frac{\partial v_k}{\partial q_i} = \mathbb{E} \left[ 1_{\{I > a\}} \sum_k \frac{U_k'}{v_k'} \frac{I}{I} \right],
\]

we obtain:

\[
\frac{\partial p^*_i}{\partial q_i} = \mathbb{E} \left[ 1_{\{I \leq a\}} \frac{\partial I_i(L_i, q_i)}{\partial q_i} \right] = \mathbb{E} \left[ 1_{\{I > a\}} \frac{U_i'}{v_i'} I \frac{\partial I_i}{\partial q_i} \right] + \theta_i \left[ V f_t(a) \right] + \frac{\partial s}{\partial q_i} \left[ \mathbb{P}(I > a) + \tau - \sum_k \frac{\partial v_k}{\partial q_i} \right] - V f_t(a) + \tilde{\phi}_i \left[ \sum_k \frac{\partial v_k}{\partial q_i} \right],
\]

where:

\[
\theta_i = \mathbb{E} \left[ \frac{\partial I_i(L_i, q_i)}{\partial q_i} \right] \quad \text{and} \quad \tilde{\phi}_i = \mathbb{E} \left[ 1_{\{I > a\}} \frac{\partial I_i}{\partial q_i} \sum_k \frac{U_k'}{v_k'} I_k \right],
\]

which is exactly Equation (9) in the main text.

Two special institutional situations were discussed in more detail:

\footnote{For simplicity, we omit the “t” super- and subscripts in cases where no ambiguity arises.}
In the limiting case of perfect competition, the firm value $V$ approaches zero, as does the weight associated with the allocation $\hat{\theta}_i$. Hence, the limiting allocation ends up being a weighted average of that dictated by internal counterparties and that dictated by regulators:

$$\frac{\partial p_i^*}{\partial q_i} = E \left[ \mathbf{1}_{\{I \leq a\}} \frac{\partial I_i}{\partial q_i} \right] - E \left[ \mathbf{1}_{\{I > a\}} \frac{V}{I} \frac{\partial q_i}{\partial q_i} \right] + \frac{\partial s}{\partial q_i} \times \left[ \mathbb{P}(I > a) + \tau - \sum_k \frac{\partial v_k}{\partial a} \right] + \phi_i \times a \times \left[ \sum_k \frac{\partial v_k}{\partial a} \right].$$

In case of imperfect competition (so that $V > 0$), but where consumers are fully insured by a guaranty fund scheme and where any regulatory constraint is non-binding, consumers are indifferent to the capitalization of the firm, and the firm is not affected by the solvency constraint at the margin. Mathematically, this means that $\sum_k \frac{\partial v_k}{\partial a} = 0$ and $\mathbb{P}(I > a) + \tau - \sum_k \frac{\partial v_k}{\partial a} = V f_I(a) = 0$, so that:

$$\frac{\partial p_i^*}{\partial q_i} = E \left[ \mathbf{1}_{\{I \leq a\}} \frac{\partial I_i}{\partial q_i} \right] + V f_I(a) E \left[ \frac{\partial I_i}{\partial q_i} \right] = E \left[ \mathbf{1}_{\{I \leq a\}} \frac{\partial I_i}{\partial q_i} \right] + \mathbb{P}(I > a) + \tau \left[ \frac{\partial I_i}{\partial q_i} \right],$$

where the latter equality follows from the first order condition for $a$ (see Eq. (25)).

As before, we can recover the risk measure whose gradient yields the correct capital allocations. However, the more complicated form of (9)/(26) suggests a more complicated risk measure. Indeed, the marginal cost allocation ends up being determined by the weighted average of three component risk measures, each corresponding to one of the three components of the risk penalties (see the main text for details).

Given previous arguments, two of the component risk measures are relatively straightforward. The component measure emanating from counterparty preferences was derived in Section 2, and the component measure corresponding to the regulatory constraint is simply the regulatory risk measure $s$. To isolate the third, consider the environment underlying (27), where risk-taking is only hindered by shareholder concerns about profit flows in future periods. Taking the confidence level $\varepsilon = \mathbb{P}(I > a)$, it turns out that in this case we can derive the capital allocation as:

$$q_i \hat{\theta}_i = q_i E \left[ \frac{\partial I_i}{\partial q_i} \right] = q_i \frac{\partial}{\partial q_i} \text{VaR}_\varepsilon(I),$$

i.e. the supporting risk measure is VaR, which thus arises endogenously within our framework (see Garman (1997) for VaR-based allocations).

General institutional circumstances yield an allocation that combines the three foregoing risk measures. Specifically, we have the following expression for the capital cost allocated to consumer $i$ in (9)/(26):

$$\hat{\theta}_i \left[ V f_I(a) \right] + \tilde{\phi}_i \left[ \sum_k \frac{\partial v_k}{\partial a} \right] + \frac{\partial s}{\partial q_i} \left[ \mathbb{P}(I > a) + \tau - \sum_k \frac{\partial v_k}{\partial a} \right] = \frac{\partial \text{VaR}_\varepsilon}{\partial q_i} \left[ V f_I(a) \right] + \frac{\partial q_i}{\partial q_i} \frac{\partial}{\partial q_i} \left[ \sum_k \frac{\partial v_k}{\partial a} \right] + \frac{\partial s}{\partial q_i} \left[ \mathbb{P}(I > a) + \tau - \sum_k \frac{\partial v_k}{\partial a} \right],$$

where:

$$\alpha_1 = \frac{\partial}{\partial q_i} \left( \frac{V f_I(a)}{\mathbb{P}(I > a) + \tau} \right) \quad \text{and} \quad \alpha_2 = \frac{\sum_k \frac{\partial v_k}{\partial a}}{\mathbb{P}(I > a) + \tau}.$$

As indicated in Footnote 7, the gradient allocation principle can formally be derived as the marginal cost allocation when maximizing profits subject to a risk measure constraint (Bauer and Zanjani, 2013). In this
setting with multiple sources of discipline associated with different risk measures, we can similarly con-
template profit maximization subject to three different constraints associated with the three risk measures.
In the course of solving the constrained optimization problem, the weights will then be determined by the
corresponding Lagrange multipliers—although, of course, it is necessary to adequately parametrize the risk
measures, i.e. to choose $\varepsilon$, $a$, etc. at their optimum values based on the firm’s optimization problem. This
complication, however, is always present when working with risk measures, since it is necessary to choose
the underlying parameters in accordance with the firm’s objectives.
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